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Abstract

The Common Sense Privacy Program was able to increase
the number of published evaluations and ratings of privacy
policies by developing and deploying machine learning mod-
els using natural language processing to augment and sup-
port our expert human privacy-policy reviewers. The Privacy
Program's hybridHumanandArtificial Intelligence (“Human-
AI”) approach is able to capture high-quality annotated pri-
vacy policies by privacy reviewers. The integration of AI into
our evaluation process has improved the productivity of our
privacy reviewers, allowing them to complete privacy evalu-
ations more quickly than without AI while maintaining the
same or higher level of accuracy. In this paper, we examine
the Privacy Program's deployment and integration of AI and
attempt to quantify the cost savings and benefits to our orga-
nization and the privacy evaluation process.

Introduction
The Common Sense Privacy Program (“Program”) has
been addressing the privacy needs of kids, students, and
families since 2016 to help them make better informed
decisions based on a product's privacy practices.1 To
provide more useful information about a product's pri-
vacy practices, the Privacy Program evaluates the pri-
vacypoliciesofpopularapplicationsandservicesusedby
kids and families. Our privacy evaluations and ratings as-
sist in protecting child and student data privacy, and sup-
port a more private, secure, and safer digital future for
kids and families everywhere.

These evaluations of a product's privacy policy produce
easy-to-use privacy ratings that help parents and edu-
cators make sense of complex practices related to pop-
ular applications and services used in the home and in
classrooms across the country.2 As of 2024, the Pro-
gram has evaluated the privacy policies of over 5,000
products with expert human privacy reviewers. The Pro-
gram also continually updates these published evalua-
tions, because approximately 50% to 75% of products
update their policies eachyear.Additionally, hundredsof
companies that Common Sense has rated have worked
directly with the Program's team of privacy experts to
make improvements to theirprivacypractices,whichcan
positively impact tens of millions of children and stu-
dents across the nation. The Program also publishes pri-
vacy evaluation reports intended for policymakers and
regulators, which include data and analysis of industry
privacy trends over time.3

1Common SenseMedia, Privacy Program,
https://privacy.commonsense.org.

2Common SenseMedia, Privacy Program, Privacy Ratings,
https://privacy.commonsense.org/resource/privacy-ratings.

3Kelly, G., Graham, J., & Garton, S. (2023). 2023 state of kids'
privacy:Who is monetizing our data? A general lack of transparency
leads to a confusing landscape. Common SenseMedia,
https://www.commonsensemedia.org/sites/default/files/research/
report/common-sense-media-2023-state-of-kids-privacy_0.pdf.

In this paper we examine the Common Sense Privacy
Program's design, development, and deployment of Ar-
tificial Intelligence (“AI”) in our privacy evaluation pro-
cesses to improve scale and increase our product cov-
erage, allowing us to communicate privacy more easily
to parents, educators, and consumers without sacrific-
ing the quality of our evaluations. The Program'swork in
evaluatingprivacypolicies andprovidingeasy-to-usepri-
vacy ratings of apps, platforms, and services is intended
to empower users to make better informed decisions
about privacy for themselves andwith their kids and stu-
dents.

Since the program's inception, increased automation, re-
gardless ofmethodology, was identified as a critical path
to sustainability and scale. Creating a uniformandhighly
structured privacy rubric enabled an evaluation process
that resulted in a consistent data output that could be
used to enable downstreamvalue. Among initial automa-
tion aspects, the largest amount of time reviewers spent
was on reading and identifying the relevant portions of
privacy policies. In 2019, the Program began research
utilizing natural language processing (“NLP”) and other
AI techniques as potential solutions to increase the pro-
ductivity and accuracy of our evaluations of privacy poli-
cies at scale. However, unlike other approaches to pri-
vacy policy evaluation that attempt to automate and
scale evaluation of hundreds of thousands of privacy
policies without any human involvement or expertise,
our approachwas intentionally designed to combine the
benefits of both artificial intelligence and expert human
privacy reviewers—ensuring that there is always a hu-
man in the decision-making process.4

The Program has since developed, tested, refined, and
deployed multiple fine-tuned AI models using the lat-
est advancements in AI, including large language mod-
els (LLMs) and transformers. Given the timing of the de-
velopment and deployment of AI, the team also created
appropriate infrastructure that has crawled and classi-
fied over 300,000 privacy policies, which may include
historical versions of the same policy. Our implementa-
tion is notbasedon recent generativeAI “solutions” such
as ChatGPT,5 but is instead informed and refined using
our own proprietary privacy training data produced in-
ternally by expert human privacy reviewers. Our high-
quality trainingdata ismapped toourPrivacyEvaluation
Framework6 questions.

4Felin, T., & Holweg,M. (April 2024.) Theory is all you need: AI,
human cognition, and decisionmaking,
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4737265.

5OpenAI, Introducing ChatGPT,
https://openai.com/index/chatgpt.

6Kelly, G., Graham, J., & Garton, S. (2023). Privacy program
evaluation framework. Common SenseMedia,
https://privacy.commonsense.org/content/resource/publications/
2023-privacy-program-evaluation-framework.pdf.
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Methodology
In response to overwhelming demand fromparents, edu-
cators, and consumers to help them make informed de-
cisions about privacy, the Program created a compre-
hensive evaluation process for applications, platforms,
and online services that attempts to address someof the
common barriers to understanding a product's privacy
practices. The privacy evaluation process includes ques-
tions organized into categories and sections derived
from the Fair Information Practice Principles (FIPPs)
that underlie international privacy laws and regula-
tions.7 In addition, the evaluation questions and the cat-
egories that organize them are all mapped to a range of
statutory, regulatory, and technical standard resources
that provide background information on why each ques-
tion is relevant to the privacy evaluation process.8

Our privacy evaluation process for an application or
service is unique because it produces a score based
on both transparency and qualitative details, which are
combined into an overall score. These two metrics al-
low for an objective comparison between applications
and services based on how transparent their policies are
in explaining their practices, and on the qualitative na-
ture of those practices. The privacy evaluation process
was designed to summarize numerous complex privacy
practices disclosed in a product's privacy policies to var-
ious audiences that include parents, educators, and con-
sumers to support themmaking an informeddecision us-
ing a familiar comparative format such as a product's nu-
trition label. In addition, our privacy reviewers are re-
quired to consistently evaluate privacy policies as ac-
curately as possible. For example, the following evalua-
tion question fromour privacy evaluation framework re-
quires a reviewer to read the policies of the application
or service and determine whether the policies disclose
the issue raised in the question by providing a yes or no
response:

Question: Do the policies clearly indicate
whether or not the company collects
personally identifiable information (PII)?

If the reviewer responds “yes” to this question in our
policy annotator software, that means the application
or service discloses whether it collects personally iden-
tifiable information.9 If there is a “yes” response to this
transparency question, the reviewer is then asked a
follow-up question—a slightly adjusted version of the

7Federal Trade Commission (FTC). (2000). Privacy online: Fair
information practices in the electronic marketplace,
https://www.ftc.gov/sites/default/files/documents/reports/privacy-
online-fair-information-practices-electronic-marketplace-federal-
trade-commission-report/privacy2000.pdf.

8Kelly, G., Graham, J., & Garton, S. (2023). Privacy program
evaluation framework. Common SenseMedia.

9Common SenseMedia, Privacy Program, Policy Annotator,
https://policy-annotator.commonsense.org.

original attempting to capture if the companyor product
engages in a particular practice. In this case:

Do the policies indicate the company collects
personally identifiable information (PII)?

A “yes” or “no” response indicates whether personally
identifiable information is, or is not, collected andwill de-
termine the final question points, based on whether the
practices described are considered qualitatively “bet-
ter” or “worse” for the purposes of our evaluation pro-
cess. Note that some questions do not have a qualita-
tive component. This includes questions where there is
truly no qualitative value to a response, as well as ques-
tions where determining if a given response is qualita-
tively “better” or “worse” may require additional con-
text outside the scope of the evaluation process. This
question process may seem slightly redundant, having
both a transparency and a qualitative component, but
separating the disclosure from the actual practice pro-
vides an important metric for which portions of a policy
may discuss a given practice. This distinction has proven
valuable especially for products with overly complex or
contradictory terms where identifying the actual prac-
tice presents a separate challenge. All too frequently,
confusing or contradictory explanations occur in privacy
policies as companies attempt to balance transparency
against theurge to limit compliance liability. This tension
often results in vagueor contradictory privacy policy dis-
closures for which even trained human privacy experts
and attorneys cannot agree on a sharedmeaning.10

RelatedWork

Other privacy-policy assessment tools and academic re-
search into the evaluation of privacy policies at scale
have explored the use of keyword-based contextual
methods that attempt to summarize a policy's main is-
sues based only on transparency. These keyword- or
pattern-based methods claim to have evaluated tens of
thousands or millions of products' privacy policies with-
out the involvement of expert human reviewers. Re-
search into privacy-policy analysis techniques indicates
a wide range of advantages and disadvantages in terms
of cost, efficiency, accuracy, deployment, and training.
Keyword-based or analytic tools for privacy policies
such as Privee,11 PrivacyCheck,12 Terms of Service;

10Reidenberg, J., et al. (2014). Disagreeable privacy policies:
Mismatches betweenmeaning and users' understanding,
https://lawcat.berkeley.edu/record/1126239?v=pdf.

11Zimmeck, S., & Bellovin, S. (2014). Privee: An architecture for
automatically analyzing web privacy policies. 23rd {USENIX} Security
Symposium ({USENIX} Security 14) pages 1–16,
https://www.usenix.org/system/files/conference/usenixsecurity14/
sec14-paper-zimmeck.pdf.

12Zaeem, R., & Barber, K. (2021). A large publicly available corpus
of website privacy policies based onDMOZ. Proceedings of the
Eleventh ACMConference onData and Application Security and
Privacy, https://doi.org/10.1145/3422337.3447827.
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Didn't Read,13 the Usable Privacy Policy Project,14 Pol-
icyLint,15 and Polisis16 have all been found to produce
reliable measures of transparency information about
key practices disclosed in an application's or service's
policies. For example, previous research into automated
attempts at evaluating privacy policies at scale using
keyword- or artificial intelligence-based privacy policy
analysesmay indicate the disclosure of practices related
to the terms “targeted” or “personalized” advertising,
but are unable to qualitatively differentiatewhether the
product does, or does not, display targeted ads, or to
which users, or in which scenarios. Our evaluation pro-
cess was informed by this prior work through our focus
on transparency, but also in identifying the absence of
any clear or substantive details about specific practices.

Additional research into answering questions about pri-
vacy policies also includes data set corpora for training
and includes the PrivacyQA Project, which developed
a corpus consisting of 1,750 questions about the con-
tents of privacy policies, paired with over 3,500 anno-
tations.17 Other privacy-policy data set corpus include
MAPP,18which is a data set that contains 64GooglePlay
Store app privacy policies, and OPP-115,19 which con-
tains the same data types as MAPP but with 115 anno-
tated policies. APP-35020 is another large data set with
over 350 privacy policies with annotations on data col-
lection and sharing. In addition, our team explored re-
search and benchmarks of generative AI-based privacy
assistant chatbots such as BingAI, Bard, and ChatGPT-4
to answer general questions about a product's privacy
policies.21

13Terms of Service; Didn't Read, https://tosdr.org.
14Sadeh, N, Acquisti, A., Breaux, T., Cranor, L, McDonald, A.,

Reidenberg, J., Smith, N., Liu, F., Russell, N., Schaub, F., et al. (2013).
TheUsable Privacy Policy Project. Technical Report CMU-ISR-13-119.
CarnegieMellon University. https://usableprivacy.org.

15Andow, B., Mahmud, S.,Wang,W.,Whitaker, J., Enck,W., Reaves,
B., Singh, K., & Xie, T. PolicyLint: Investigating internal privacy policy
contradictions on Google Play. In 28th USENIX Security Symposium
(USENIX Security 19), pages 585–602. USENIX Association, (2019).
https://taoxie.cs.illinois.edu/publications/usenixsec19-policylint.pdf.

16Harkous, H, et al. (2018). Polisis: Automated analysis and
presentation of privacy policies using deep learning.
https://arxiv.org/pdf/1802.02561v1.

17Ravichander, A., Black, A.W., S.Wilson, Norton, T.B., & Sadeh,
N.M. (2019). Question answering for privacy policies: Combining
computational and legal perspectives.
https://arxiv.org/abs/1911.00841.

18Arora, S., et al. A tale of two regulatory regimes: Creation and
analysis of a bilingual privacy policy corpus. (2022). In Proceedings of
the Thirteenth Language Resources and Evaluation Conference, pages
5460–5472, https://aclanthology.org/2022.lrec-1.585.pdf.

19Wilson, S., Schaub, F., Dara, A., et al. The creation and analysis of a
website privacy policy corpus. (2016) In Proceedings of the 54th Annual
Meeting of the Association for Computational Linguistics (Volume 1: Long
Papers), pages 1330–1340, Association for Computational Linguistics.
https://www.usableprivacy.org/static/files/swilson_acl_2016.pdf.

20Zimmeck, S., Story, P., Smullen, D., Ravichander, A.,Wang, Z.,
Reidenberg, J., Russell, N., & Sadeh, N.MAPS: Scaling privacy
compliance analysis to amillion apps. (2019). Proc. Priv. Enhancing
Tech., 2019:66.
https://petsymposium.org/popets/2019/popets-2019-0037.pdf.

21Hamid, A., Samidi, H., Finin, T., Pappachan, P., & Yus, R.
GenAIPABench: A benchmark for generative AI-based privacy
assistants. (2023). https://arxiv.org/abs/2309.05138.

Researchers claim these chatbot assistants, which use
large language models (LLMs), provide accurate summa-
rization of data type collection and sharing practices in
a privacy policy through prompt engineering, but they
suffer from the same problem of “hallucination” or con-
fabulation that appears in other LLM models, in which
these chatbots confidently provide non-substantive or
incorrect answers to questions, especially if the user's
prompt is not sufficiently formatted.22 LLM-based chat-
bot assistants have been used to explore the analysis of
legal documents and identification of relevant clauses
in various types of contracts based on the user's spe-
cific request.23 Researchers claim that techniques such
as retrieval-augmented generation (RAG) produce use-
ful case law summarizations and generalizations of legal
documents that are trained on domain-specific knowl-
edge bases, but they suffer from the same problems
of LLMs in that they regularly provide false informa-
tion or hallucinations.24 Generative AI services such as
Robin.Ai25, which leverages Anthropic's26 Claude foun-
dation model, and Harvey.AI27, which leverages Ope-
nAI's GPT-428 foundation model, are used in the le-
gal professional services industry for contract summa-
rization and review. Similarly to previous keyword- or
pattern-matching AI techniques, these services do not
qualitatively evaluate the meaning or practices associ-
ated with the clauses they identify for human review.
These approaches focus on improving productivity by
minimizing the time required for an employee to read
an entire legal document, and they claim to save time
by labeling the most likely relevant sections of the docu-
ment for theuser tomake their ownsubstantive changes
based on their own specific needs and context.

Privacy Evaluation Process

Our privacy evaluation process is similar to relatedwork
in legal AI services, given that our policy annotator soft-
ware similarly identifies relevant policy text from a prod-
uct's policies. However, unlike recent LLM generative
chatbot approaches like ChatGPT that require the user
to ask a question in hopes of locating relevant sections
within the contract based on the context of the ques-
tion, our AI approach does not prompt the user to ask a
question about a product's privacy policy, becausewe al-
ready knowwhat specific questionswewant to ask. Con-
sequently, in our AI approach the question context and

22Rodriguez, D., Yang, I., Del Alamo, J., & Sadeh, N., Large language
models: A new approach for privacy policy analysis at scale. (May
2024). https://arxiv.org/abs/2405.20900.

23Dahl, M., Magesh, V., Suzgun,M., & Ho, D. (2024). Large legal
fictions: Profiling legal hallucinations in large languagemodels.
https://arxiv.org/abs/2401.01301.

24Magesh, V., Surani, F., Dahl, M., Suzgun,M., Manning, C., & Ho, D.
(2024), Hallucination-free? Assessing the reliability of leading ai legal
research tools. (2024). https://arxiv.org/abs/2405.20362.

25Robin.AI. https://www.robinai.com.
26Anthropic, Claude. https://www.anthropic.com.
27Harvey.AI. https://www.harvey.ai.
28OpenAI, GPT-4. https://openai.com.
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scope is assumed, andwemap the supporting annotated
evidence in a policy to the respective question from our
Privacy Evaluation Framework.29 With this human-AI
assisted approach, after a privacy reviewer selects an
evaluation question, relevant AI policy annotations are
automatically presented to the reviewer based on the
scope of each specific evaluation question, in order to
minimize theamountof policy text that a reviewerneeds
to read and comprehend. This approach also removes
many safety concerns present in other generativeAI sys-
tems that can confidently provide incorrect answers, or
misleading or incomplete summarization of questions.30

LLMs and other generative AI tools such as ChatGPT
are designed not to produce truth or falsehood, because
their inaccuracy is not due tomisperception or hallucina-
tion. Rather, these tools lack concern with the truth and
have an indifference to verifiability and empiricism, and
therefore are not trying to convey information at all.31

With this understanding of the limitation of LLMs and
generative AI, our approach focuses on utilizing LLMs to
gain statistical insight into privacy policies, and it limits
AI to identifying likely relevant portions of policy text
andproviding recommendations to theprivacy reviewer,
who must confirm that the AI-suggested annotation(s)
are relevant to answer the question. The reviewer must
then answer the corresponding qualitative component
if sufficient detail is provided about a practice. The con-
tinued expert operation by trained privacy reviewers
provides a continual pipeline of high-quality machine-
generated andhuman-augmented trainingdata. If ourAI
automation insufficiently identifies relevant portions of
the policy, then the privacy reviewer may also manually
add annotations to the process, just like they did prior to
any AI integration. With this approach, the answers to
each evaluation question indicate the qualitative mean-
ing of the annotated policy text and capture additional
policy text thatmay be used to further train or refine our
AI models via supervised fine-tuning.

Privacy policies are primarilywritten for privacy experts
and lawyers for compliancepurposes, andoftenuse com-
plex, contradictory, or confusing language to obfuscate
particular uses of personal information. Our research
has found this is likelybecausecompanies simplywant to
minimize their legal andcompliancerisk, anddonotwant
to lose customers who could learn that use of the prod-
uct means their data will be monetized for the benefit
of the company.32 Understanding and coming to consen-
sus concerning the language in privacy policies, which
may be interpreted differently based on the context in

29Kelly, G., Graham, J., & Garton, S. (2023). Privacy Program
Evaluation Framework. Common SenseMedia.

30Rodriguez, D., Yang, I., Del Alamo, J., & Sadeh, N., Large language
models: A new approach for privacy policy analysis at scale. (May
2024). https://arxiv.org/abs/2405.20900.

31Hicks, M.T., Humphries, J., & Slater, J. (June 2024.) ChatGPT is
bullshit. Ethics Inf. Technol. 26, 38 (2024).
https://doi.org/10.1007/s10676-024-09775-5.

32Kelly, G., Graham, J., & Garton, S. (2023). 2023 state of kids'
privacy:Who is monetizing our data? A general lack of transparency
leads to a confusing landscape. Common SenseMedia.

which it is used, is a difficult task even for expert human
reviewers. Subsequently it is not reasonable to expectAI
with natural language processing to outperform expert
human reviewers in this problem space without a cre-
ative hybrid human-AI approach that supports the expe-
rience and intelligence of subjectmatter expertise of hu-
man privacy reviewers. With this limitation in mind, our
program's privacy evaluation question-and-answer pro-
cess is analogous to a student taking an open book exam,
where the student is evaluated on their overall reading
comprehension of the content in the book through the
use of several fill-in-the-blank questions.

As with an open book exam, our privacy reviewers may
refer back to the relevant passages in the product's pri-
vacy policy to help them answer each fill-in-the-blank
question, but they are expected to have first read the
entire policy. Our human privacy reviewers are consid-
ered “privacy experts” compared to the average general
population, and are required to complete our privacy
training program course, which trains them on how to
read and evaluate policies across multiple products at
a high level of consistency and quality, while navigating
the complex intersection of privacy, security, safety, and
compliance issues.33 Similar to any student taking a stan-
dardized exam, privacy reviewers have a wide range of
experiences andeducational backgrounds, aswell as cor-
responding differences in ability to quickly navigate pri-
vacy policies across multiple concepts. As a result, there
is someexpected variation in the amount of timeeach re-
viewer spends on a particular question. The two primary
variables in productivity with our human privacy evalua-
tion process are:

• the time required to read and comprehend a prod-
uct's privacy policy; and

• the time required to answer each evaluation ques-
tion.

The longer a privacy policy is, the greater the overall
amount of time required for a human privacy reviewer
to complete a privacy evaluation. Time spent is influ-
enced by the estimated number of pages, the approxi-
mate reading time, the reading grade level, and the num-
ber of evaluation questions to be answered. Before a
product's privacy policy can be evaluated, the text of
the policy URL needs to be crawled by our automated
web crawling software tools,34 then the HTML is con-
verted to a markdown format,35 which is both machine-
and human-readable and allows highly structured anno-
tation output using text-based offsets sowe can find the
source information in context if necessary. This mark-
down format can then be integrated into our policy an-
notator software to allow for human privacy reviewers

33Common SenseMedia, Privacy Program, Privacy Evaluation
Framework.

34See Puppeteer, https://pptr.dev, which is the foundation for our
headless Chrome browser policy crawler.We also use ghoststcript.
See also, https://www.ghostscript.com for PDF policies.

35A custom semantically informed parser based on parse5,
https://parse5.js.org, which converts HTMLmarkup intomarkdown.
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to use annotation tools to highlight and associate policy
text for specific evaluation questions.

Crawling publicly available policies onwebpages at scale
and converting them into useful plain text for human
privacy reviewers is not a trivial process, and has been
previously attemptedwith limited successes by other re-
searchprojects.36However, unlikea traditionalmovieor
book review in which evaluation and rating occur only
once, a product's privacy policies often change, some-
times more than once a year, which requires our au-
tomated crawling tools to recrawl policies periodically
to ensure that each product's policies are updated to
reflect any changes. To date, the Privacy Program has
crawled and created AI-annotated suggestions for eight
models over 300,000 policy instances, which includes
historical versions of the same policy.

As policies change, we need to have insight intowhether
any changes in policy text are substantive for our eval-
uation process. We have instituted several automated
procedures that help us make that determination. First,
as we crawl new policies, we also periodically check our
published evaluations against any newpolicies that have
occurred to audit our question annotations and ensure
that we can find the same supporting annotation. If an
existing annotation for a question cannot be found in
the new policy, we mark specific high-profile questions,
such as the “Effective Date,” to provide additional infor-
mation that indicates that changes in a policy may be
substantive and have impacted the annotations for that
question and evaluation. Additionally, we provide a com-
parison of the previously evaluated policy next to the
updated policy via an open-source program called wd-
iff,37 which helps indicate word-by-word comparison of
changes to help identify if any evaluation question re-
sponsesmayneed tobeupdated. These signals helpus to
determine if changes to a product's policies are likely to
be substantive, meaning that theymay impact the evalu-
ation'spreviousprivacy rating, or that thepolicychanges
directly impact our existing annotated policy text associ-
atedwith one ormore evaluation questions. Using these
signals, our teamprioritizes updatedproduct policies for
reevaluation.

Privacy Policy Readability

Readability is a reader's ability to comprehend the lan-
guage used in a document, such as a privacy policy or
terms of use. This is directly applicable to the ability of
an individual to read and comprehend the privacy prac-
tices of a product's policies in order tomake an informed
decision touse theproduct themselves, orwith their chil-
dren or students. In calculating the readability of privacy
policies, we use a combination of factors. For reading
time, we use a custom algorithm, informed by prior read-
ability research, that is based on a policy's text length,

36The Terms of Service Tracker. https://tosback.org.
37GNUWdiff. https://www.gnu.org/software/wdiff.

with an average human reading speed of 1,000 charac-
ters per minute (cpm),38 reduced by 10% for reading on
a computer screen, and an additional 10% adjusted for
reading technical legal language, arriving at a rough es-
timate of 800 cpm. To obtain the estimated minutes re-
quired to read a policy, we divide the text length in char-
acters by 800 cpm.We also calculate reading level by us-
ing theFlesch–Kincaid grade level algorithm.39 Previous
research into reading privacy policies has estimated the
amount of time it takes to read privacy policies to only
10–20minutes (approximately oneminute per page).40

However, we believe this is a significant underestimate
of the time needed to comprehend and accurately un-
derstand the various topics and practices covered in a
privacy policy.41 Similar to skimming or reading a book
chapter too quickly, readers will likely only be able to
answer simple or generalized questions about the book
chapter'smainplotandcharacters.Without takingnotes
when reading, or having specific learning goals, read-
ers using a computer screen can often disassociate and
not recall any of the smaller or more nuanced details
they considered trivial when reading, such as the differ-
ent characters' names or outfits, their relationships, or
the names of different towns or locations that would
be required for exam-level comprehension.42 Similarly,
our privacy evaluation process requires human review-
ers to read a product's privacy policy with exam-level
comprehension, which often requires reviewers to take
notes of all the complex issues presented in a privacy
policy. To complete our privacy training, and after read-
ing a product's privacy policy, human reviewers are ex-
pected to consistently answer at least two dozen eval-
uation questions with a high level of accuracy. Our pri-
vacy evaluation process requires human reviewers to
read policy text more slowly, intentionally, and with the
precision and accuracy necessary to answer the respec-
tive number of questions depending on the type of eval-
uation. Our privacy research has found that the major-
ity of privacy policies require human privacy reviewers
to spend approximately 30 minutes to read a product's

38Trauzettel-Klosinski, S., & Dietz, K. (2012). Standardized
assessment of reading performance: The new International Reading
Speed Texts IReST. Investigative Ophthalmology & Visual Science. 53 (9):
5452–6,
https://iovs.arvojournals.org/article.aspx?articleid=2166061.

39Kincaid J.P., Fishburne R.P. Jr., Rogers R.L., & ChissomB.S. (1975).
Derivation of new readability formulas (Automated Readability Index,
Fog Count and Flesch Reading Ease Formula) for Navy enlisted
personnel. Research Branch Report 8-75,Millington, TN: Naval
Technical Training, U. S. Naval Air Station, Memphis, TN.

40McDonald, A., & Cranor, L. (2009). The cost of reading privacy
policies. https://www.technologylawdispatch.com/wp-
content/uploads/sites/26/2013/02/Cranor_Formatted_Final1.pdf.

41Kelly, G., Graham, J., Bronfman, J., & Garton, S. (2021). 2021
state of kids' privacy. Common SenseMedia,
https://www.commonsensemedia.org/sites/default/files/research/
report/common-sense-2021-state-of-kids-privacy_0.pdf, pp. 41, 242
(indicates a clear majority of products require over 50minutes of
reading time).

42Baughan, A., Zhang, M., Rao, R., Lukof, K., Schaadhardt, A., Butler,
L., & Hiniker, A. (2022). “I don't even remember what I read”: How
design influences dissociation on social media.
https://dl.acm.org/doi/pdf/10.1145/3491102.3501899.
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privacy policy for exam-level comprehension (approxi-
mately threeminutes per page).

Taking into account the difficulty and complexity of read-
ingprivacypolicies, our privacy trainingprocess involves
systematic and rigorous coursework designed to teach
non-experts how to read and comprehend privacy poli-
cies through multiple rounds of grading and feedback
with an expert instructor. After the initial introduction
to the evaluations and logistics of account creation and
logging into the policy annotator tool, a prospective re-
viewer ispresentedwith the “Basic” trainingquestionset
and must complete two calibration evaluations of exam-
ple products, with a focus on clarifying and standardiz-
ing the meaning and intent of the questions, as well as
developing an understanding of the legal statutes and
best practices behind each question. Special considera-
tion is given to contradictory or unclear language, be-
cause the reviewer sometimes needs to “wrestle” with
the transparency component (i.e., can this question be an-
swered) and the qualitative component (i.e., whether or
not thepracticehappens) for eachevaluationquestion.Re-
viewers also need to navigate non-standard and contra-
dictory language in policies, which canmake the process
difficult to calibrate across reviewers. After the calibra-
tion evaluations have been completed to a high level of
accuracy, reviewers have completed our privacy train-
ing program and are able to complete evaluations to be
published by a second quality assurance (QA) human
reviewer to ensure standardization and accuracy. This
means that every published evaluation will have been
seen by at least two experts who look at the answers to
eachquestion and the supporting annotated evidence to
ensure we maintain and increase the overall quality and
accuracy in our published privacy ratings.

Privacy Evaluation Types

The Privacy Program completes three different types of
privacy evaluations using human privacy reviewers to
meet the unique requirements andneeds of different au-
diences that include parents, educators, consumers, pol-
icymakers, and experts. In order to help these diverse
audiences make smart choices about privacy for them-
selves and their children or students based on their spe-
cific needs and concerns, we created three types of pri-
vacy evaluations. These types of evaluations are differ-
entiated by the number of privacy evaluation questions
required to be answered, which are segmented by their
intended audience, and are labeled “Quick,” “Basic,” and
“Full” privacy evaluations:

• Quick Evaluations. The majority of products in-
tended for kids and families receive a Quick evalua-
tion, which is meant to help parents, educators, and
consumersmake quick decisions about privacy. Quick
evaluations produce a privacy rating that is meant
to help answer one of the most common privacy
questions that parents and educators ask about a
product, which is: “Is the company making money

from my data?” This type of rating is based on only
seven unique evaluation questions, and is sufficient
to determine our “Pass,” “Warning,” or “Fail” rating
basedonanswers to the ratingquestions. The seven
Quick question topics cover a policy's minimum pri-
vacy compliance obligations and use of personal in-
formation for commercial purposes, which include:
1) the Effective Date of the policy; 2) Third-PartyMar-
keting communications; 3) Selling Data to third par-
ties; 4) displaying Personalized Advertising; 5) using
Third-Party Tracking technologies; 6) Tracking Users
across sites and services; and 7) creatingAdvertising
Profiles.43

• Basic Evaluations. The most popular products in-
tended for kids and students receive a Basic eval-
uation, which is a more comprehensive evalua-
tion meant to help parents, educators, and con-
sumers make basic informed decisions—beyond
data monetization—about the different privacy is-
sues that matter most to them. Basic evaluations
aremorecomprehensive thanQuickevaluationsbe-
cause they help answer the most important privacy
questions about a product across 10 different Eval-
uation Concern categories. This type of evaluation
is based on 28 Basic evaluation questions that in-
clude the seven Quick evaluation questions. Simi-
lar to Quick evaluations, Basic evaluations also dis-
play a rating. In addition, Basic evaluations display
an Overall Score to more easily compare different
productsacrossmultipleprivacy issues foruse indif-
ferent contexts.

• Full Evaluations. The most popular Big Tech prod-
ucts used bymillions or hundreds of millions of peo-
ple receive an extensive 155-question inspection of
all thepossibleprivacyandsecurityevaluationques-
tions about a product, including all questions cov-
ered in our Quick and Basic evaluations. The Full
evaluation is our most comprehensive evaluation
that we provide and is meant to help parents, edu-
cators, consumers, experts, researchers, and policy-
makers make the most informed decisions possible
about all the different types of privacy issues that
matter most to them. Only a limited number of Full
evaluations are completed by our reviewers for re-
search purposes each year.

Building a Better Privacy Nutrition Label

Quick evaluations are the fastest for human privacy re-
viewers to complete, but they only produce a privacy
rating (Pass, Warning, Fail) based on the most impor-
tant seven evaluation questions that cover use of per-
sonal information for commercial purposes. Our Pro-
gram started our AI integration with only the seven pri-
vacy rating questions in order to validate that our AI

43Common Sense, Privacy Program, Privacy Ratings.
https://privacy.commonsense.org/resource/privacy-ratings.
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approach can scale while not sacrificing the accuracy or
quality of our privacy ratings. The next step and chal-
lenge will be to expand the number of AI-enabled ques-
tions from Quick-7 to Basic-28. This will support all
of our audiences in making better-informed decisions
about privacy thanks to the presence of a privacy rat-
ing, privacy score, andmore detailed information across
28 rather than seven questions. Thiswill also create rich,
structureddata thatwill enable theexplorationof better
options to communicateprivacypractices in a consistent
and easily understood manner. The Quick evaluation is
limited to only seven questions, and therefore only pro-
vides a quick overview of a few high-concern details be-
cause the scope of questions is not broad enough to pro-
vide a deeper level of privacy analysis.

Basic evaluationswith 28 questions that represent all of
our evaluation categories capture a more realistic mini-
mal evaluation that enables communication across a di-
verse range of privacy, security, safety, and compliance
practices. The ability to reach different audiences that
have different levels of knowledge when it comes to pri-
vacy requires an additional level of detail and nuance
to meet their context and concerns.44 Similar to com-
paring ingredients of food products, the additional data
provided by Basic evaluations is important because con-
sumers, parents, and educators are more able to com-
pare the different privacy practices of a product to other
products in order to make an informed decision based
on their specific needs. Our audiences often describe
our privacy ratings as a simple product assessment of
“healthy” or “unhealthy,” and soourBasic evaluations are
used tobreakdowntheproduct's practices into themost
important ingredients like those displayed on nutrition
labels, such as calories, fat, sugar, carbs, or allergens.

Privacy policies are often long and difficult to read, but—
just like nutrition labels—they are also a critical part of
product transparency that informs users about the data
that the product collects and the promises a company
makes about how they use that data. The more trans-
parency a company provides in its policies and labels
about its product's privacy practices, the more informa-
tion parents, educators, and consumers have to make
better choices for themselves, their children, and their
students. Clearly some nutritional details are more im-
portant to some consumers than other details, such as
whether theproduct containswheat, dairy, nuts, ormeat,
given that the shopper may have dietary restrictions or
allergies. Analogously,when thinking about privacyprac-
tices, a lack of transparency for an application or ser-
vicemaypresent different challenges relative to the con-
texts in which it could be used, such as at home, in the
classroom, at work, or in public places. In addition, prod-
ucts may be used by different audiences with different
needs that may require different accommodations and
protections, such as consumers, parents, educators, or
their children or students.

44Common Sense, Privacy Program, Evaluation Details.
https://privacy.commonsense.org/resource/evaluation-details.

Just as regulators control our food system to protect
the public's health and the safety of food products in
the grocery store, we also need to protect the privacy of
kids and families based on the product's actual practices.
A product's privacy practices, just like nutrition labels,
need to be explained consistently across products using
simple, clear, and easy-to-understand language. When
a product's features and practices are accurately dis-
closed, consumers can make informed decisions about
whether to purchase or use a product, which may build
consumer trust and brand loyalty, resulting in increased
product demand over time. Contrary to some popular
belief, consumers have acquired the general skills and
knowledge to navigate the current digital marketplace
of goods and services, despite countless features and
prices, to choose the products they need.45 They know
what factors are the most important to them in mak-
ing an informed decision to purchase a product. Because
of the limited time they have to make a decision, read-
ing lengthy privacy policies does not allow consumers to
quickly and confidently identify the most important pri-
vacy practices of a product necessary to compare and
contrast similar products.

Historically, basic food nutrition labels have served the
purpose of educating consumers about the most impor-
tant nutritional details or ingredients of a product, and
as a result are highly regulated to protect the public's
health and safety. Nutrition labels have created consis-
tency and trust in the competitive marketplace, where
consumers and companies both have the same expecta-
tion of what a nutrition label should include, and they
have settled on the language and terms that consumers
need to know in order to differentiate products in the
marketplace.When evaluating products with food nutri-
tion labels, consumers often use the amount of various
nutrients, in grams or as a percentage of their daily in-
take, to make an informed decision based on their spe-
cific needs. At a high macro level, those details include
calories, carbohydrates, and fat, but for some people, es-
pecially those with life-threatening or serious allergies,
allergens are a very important detail, and these are typi-
cally listed in the ingredients section.And therehasbeen
a move to explicitly list some of the top allergens (e.g.,
peanuts, milk, eggs, soy, wheat, shellfish).

OurBasicprivacyevaluationquestionsare likea listof in-
gredients in that theycoverawide rangeofunique issues
thatmakeup a comprehensive landscape of all the FIPPs

45See Perrin, A. (April 2020). Half of Americans have decided not to
use a product or service because of privacy concerns. Pew Research
Center, https://www.pewresearch.org/short-reads/2020/04/14/half-
of-americans-have-decided-not-to-use-a-product-or-service-
because-of-privacy-concerns. See also Auxier, A., Rainie, L., Anderson,
M., Perrin, A., Kumar, M., & Turner, E. (2019). Americans and privacy:
Concerned, confused, and feeling lack of control over their personal
information. Pew Research Center,
https://www.pewresearch.org/internet/2019/11/15/americans-and-
privacy-concerned-confused-and-feeling-lack-of-control-over-
their-personal-information.
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privacy principles46 across privacy, safety, security, and
compliance-related concerns that would reasonably be
expectedtobedisclosed in theprivacypoliciesand labels
of products intended for children, students, and fami-
lies.However, privacypoliciesoftendonotdisclosewhat
data types they do not collect, or privacy practices they
do not engage in, even when those practices are impor-
tant factorswhen comparing products and helpingmake
an informed decision. If a product's food nutrition label
does not disclose that it contains a harmful ingredient
consumers look for when making a decision on whether
to purchase the product—such as wheat, dairy, or nuts—
that means the product does not contain those poten-
tially harmful ingredients, and therefore doesn't pose a
risk for that particular consumer.

Alternatively, products are proud to indicate they con-
tain “zero fat” or are “low calorie,” clearly showing that
consumers are motivated by the absence of some ingre-
dients. Similarly, consumers want to use products that
do not sell their data and do not compromise their pri-
vacy. But there is nobaseline expectation across all prod-
ucts about what a product may or may not do with data,
and therefore the absence of details in a privacy policy
about a particular practice does notmean that the prac-
tice isn't occurring. This is confusing to consumers.

There are certainly challengeswith nutrition labels, such
as when companies cannot agree on a standardized def-
inition of what a product contains (eg. “may include
dairy”), or even on the ingredient's origin (eg. “may in-
cludeoranges fromMexico,USA, orBrazil”). Nutrition la-
bels may also use multisyllabic and misleading terms to
describe ingredients.47 We see similar issues in the pri-
vacy landscapewithobfuscating language. In somecases,
the vocabulary and societal awareness is lacking that
is necessary to discuss these issues with consistency.48

This lack of consensus results in the use of different lan-
guage to explain similar privacy practices, which further
confuses consumers. A product's privacy policy and pri-
vacy rating that does not disclose its “worse” practices
means the product should not be presumed safe, be-
cause theproduct still reserves the right to engage in the
“worse” practices without any notice, thereby putting
children and students at risk for potential harm. As an
example, if a product's policies don't mention any prac-
tices regarding selling data, it's not safe to assume that
the product doesn't sell data.

46Federal Trade Commission (FTC). Privacy online: Fair
information practices in the electronic marketplace. (2000).
https://www.ftc.gov/sites/default/files/documents/reports/privacy-
online-fair-information-practices-electronic-marketplace-federal-
trade-commission-report/privacy2000text.pdf.

47Jacobs, A. (2021). Lawsuits over 'misleading' food labels surge as
groups cite lax U.S. oversight.New York Times). https:
//www.nytimes.com/2021/09/07/science/food-labels-lawsuits.html.

48Kelly, G., Graham, J., & Garton, S. (2023). 2023 state of kids'
privacy:Who is monetizing our data? A general lack of transparency
leads to a confusing landscape. Common SenseMedia. (The
distinction between sell and share can also confuse consumers who
do not assume “sharing” their data with third parties is the primary
method that companies use tomonetize their data, because the term
“sharing data” predates the CCPA or CPRA's appropriation of “share.”)

Regardless, for food labeling, some ingredients are so
harmful to some people that top allergens are often
explicitly disclosed for clarity (eg. Does Not Contain:
Nuts, Dairy, Wheat, Soy). Many privacy issues pose sim-
ilar risks and should be explicitly disclosed regardless
of whether a product engages in the practice.49 Unlike
a product's nutrition label, a company's privacy policy
that is not clear or transparent regarding a privacy prac-
tice means the product may still engage in that practice
without providing any notice. Therefore, privacy policies
should always disclose whether or not they engage in
the most important practices consumers, parents, and
educators want to know about concerning their privacy.
The Basic evaluation questions were designed with nu-
trition labels in mind to align as closely as possible with
transparency and the expectations of consumers, par-
ents, and educators who all have different expectations.
These audiences need as much information as possible
about a product's privacy practices tomake an informed
decision.

Privacy EvaluationQuestions &Answers

Our privacy evaluation process breaks downhowour re-
viewers evaluate privacy policies basedon reading them,
so that each component is optimized for productivity
and consistency. The four-part, multi-step question and
answer process assumes prior experience and training
with our methods, our questions, and the privacy poli-
cies for theproductsbeingevaluated. Theprocess for an-
swering one question is shown below, with an estimated
time for each step. Note thatwe break down the time es-
timatesbasedonwhetheraproduct is transparentabout
a given practice. Even if a product doesn't discuss a topic,
our process requires the reviewers to confirm the ab-
sence of substantive details about that practice. Captur-
ing the lack of transparency reveals a subtle but valu-
abledetail that'softenmissing fromotherprivacyassess-
ment frameworks, where often the lack of details about
a topic may lead to the incorrect assumption that more
privacy-protecting practices are in use than there actu-
ally are.50

For aQuick evaluation,when a privacy policy is transpar-
ent for a question, the process looks like the following
and typically takes approximately 4–6minutes:

• Question (30 seconds): The reviewer must read
and comprehend each privacy evaluation question
asked, just like amultiple-choice exam question.

49Kelly, G., Graham, J., Bronfman, J., & Garton, S. (2019). Privacy
risks and harms. Common SenseMedia. https:
//privacy.commonsense.org/resource/privacy-risks-harms-report.

50Formore background onwhy a lack of transparency in privacy
policies is typically hiding invasive practices, see Kelly, G., Graham, J.,
Bronfman, J., & Garton, S. (2021). 2021 state of kids' privacy. Common
SenseMedia.
https://www.commonsensemedia.org/sites/default/files/research/
report/common-sense-2021-state-of-kids-privacy_0.pdf.
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• Transparency (30 seconds): The reviewer must use
their memory or prior recollection of reading the
product's privacy policy to determine whether the
policy transparently disclosed information related
to the issue presented in the question.

• Qualitative (1 minute): If the reviewer determines
that the policy does adequately disclose a specified
practice presented in the evaluation question, then
theymust also determine frommemorywhether or
not the product engages in the specified practice.

• Annotations (2minutes): Finally, if the reviewer de-
termines that the policy transparently discloses the
specified practice, theymust provide supporting ev-
idence from the policy to justify their answer by an-
notating a sufficient amount of sentences, clauses,
or paragraphs.

When a privacy policy is non-transparent for a given
question, the process looks like the following and typi-
cally takes approximately 2minutes:

• Question (30 seconds): The reviewer must read
each privacy evaluation question, just like a
multiple-choice exam question.

• Transparency (30 seconds): The reviewer must use
their prior recollection of reading the product's pri-
vacy policy to determine whether the policy trans-
parently disclosed information related to the is-
sue presented in the question. If the policy is non-
transparent on the issue, then the transparency an-
swer to thequestion is “No,” and thereviewermoves
on to the next evaluation question.

• Verification (1 minute): If a reviewer indicates
an evaluation question is non-transparent, the re-
viewer is expected to spend 1–2 minutes review-
ing the policy to ensure that it doesn't disclose any
other information related to the question, for exam-
ple by possibly using non-standard or contradictory
language that was not captured by our AI model.

Table 1 indicates that this multi-step process for each
question couldbe furtheroptimized to reduce the time it
takes todeterminewhetherapolicy is transparentabout
a practice, to ascertainwhat that practice actually is, and
to locateandannotateevidence fromthepolicy to justify
the answers. The process also allows for the capturing of
expert human privacy reviewer knowledge in evaluating
privacy policies.We used this knowledge in our initial AI
training data.

It typically takes our privacy reviewers four to six min-
utes to complete each evaluation question, as described
above. Privacy reviewers may take less time to answer
questionswithclearandconcise transparentdisclosures,
but will often take longer on more complex or difficult
questions that may have confusing or contradictory lan-
guage. Given the complex nature of reading, compre-
hending, and evaluating privacy policies, our privacy re-
viewers indicatemost questions are considered difficult,

and reviewers need to “wrestlewith thepolicy” to under-
stand thecontextofdisclosures relative toourquestions
and correctly answer each question. In order to capture
details that may fall outside of the described standard-
ized process, we provide two tools that reviewers may
use to document any abnormalities. First, reviewers can
use the flag feature, which can signal something notable,
non-standard, or requiring secondary review or confir-
mation. Second, we provide an open-ended notes text
fieldwhere reviewersmay leave additional details about
why a question is answered in a specific way—especially
usefulwhenpolicies include contradictory or ambiguous
language, and the answer serves as the final judgment of
whether the practice takes place. These extra data fields
provide valuable context and insight in the event we are
ever asked to justify our privacy rating, or for a future
quality assurance reviewerwhomay be updating a prod-
uct's evaluation, or if we are asked to speak about spe-
cific answers to questions.

If a question is non-transparent, privacy reviewers take
on average one minute to complete the first two sub-
steps and are expected to move onto the next question,
but may spend one additional minute reviewing the pol-
icy to ensure they didn't accidentally miss other disclo-
sures that could address the issue. This is sometimesnec-
essarywhen policies are confusing, contradictory, or use
non-standard language to discuss a given practice. As-
suming the average privacy policy length of 12 pages,
it typically takes a reviewer 30 minutes to read a pol-
icy with a limited number of issues in mind if the av-
erage reading time is approximately three minutes per
page.51,52 ForQuickevaluations, reviewersareexpected
to skip sections of the privacy policy that are likely ir-
relevant to answering the seven Quick evaluation ques-
tions. This results in an estimated 50% reduction in pol-
icy reading time compared to reading the entire privacy
policy and additional TermsofUse. Assuming ahigh level
of transparency across all questions, it typically takes
60 minutes for a human reviewer to manually complete
a Quick evaluation, including reading the privacy policy
(30minutes) and answering the sevenquestions (30min-
utes).

For our Basic evaluations, which include 28 questions,
our experience indicates it takes reviewers longer to
both read the product's policies and to answer the ques-
tions. Each sub-step takes slightly longer to complete
due to the higher cognitive demand needed to process,
retain, and recall an increased amount of more complex
information. Our experience also indicates Basic evalu-
ations take longer to complete per question than Quick
evaluations. We assume this is due to the increased

51Lee, I. (2018). It's not you; privacy policies are difficult to read,
Privacy Program, Common SenseMedia.
https://www.commonsense.org/education/articles/its-not-you-
privacy-policies-are-difficult-to-read.

52Kelly, G., Graham, J., Bronfman, J., & Garton, S. (2021). 2021
state of kids' privacy. Common Sense, pp. 37–39,170–171.
https://www.commonsensemedia.org/sites/default/files/research/
report/common-sense-2021-state-of-kids-privacy_0.pdf.
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Table 1: The amount of time required to complete each evaluation type. All times are approximate ranges based on
our experience. Individual products and specific questionsmay fall well outside the listed times for various reasons
such as policy length and/or contradictory or particularly confusing language.

Evaluation

Type

Policy

Time
Question Transparency Qualitative Annotations

Time

per

Question

Expected

Completion

Time

Quick (7) 30mins 30 secs 30 secs 60 secs 120 secs 4-6mins 60mins

Basic (28) 60mins 30 secs 60 secs 90 secs 180 secs 6-8mins 240mins

number of questions presenting more diverse and com-
plex issues, requiring reviewers to take more time per
question to recall more information and provide more
annotations. It is assumed, basic privacy reviewers take
more time to complete each sub-step of an evaluation
question for a total of six-to-eight minutes per question
given the increased cognitive load and task switching
across disparate topics.

For a Basic evaluation, when a privacy policy is transpar-
ent for a givenquestion, theprocess looks like the follow-
ing and typically takes approximately 6–8minutes:

• Question (30 seconds): The reviewer must read
and comprehend each privacy evaluation question
asked, just like amultiple-choice exam question.

• Transparency (1 minute): The reviewer must use
their memory or prior recollection of reading the
product's privacy policy to determine whether the
policy transparently disclosed information related
to the issue presented in the question.

• Qualitative (1.5 minutes): If the reviewer deter-
mines that the policy adequately discloses a speci-
fied practice presented in the evaluation question,
then the reviewer must also determine from mem-
orywhether or not the product engages in the spec-
ified practice.

• Annotations (3–5 minutes): Finally, if the reviewer
determines that the policy does transparently dis-
close the specified practice, they must provide sup-
porting evidence by annotating one or more sen-
tences, clauses, or paragraphs of every occurrence
in the policy that is relevant to the issue presented
in the question.

Given the increased complexity, scope of issues, longer
reading time, and more annotations across a product's
multiple policies, it typically takes a reviewer approxi-
mately 4 hours to complete a Basic privacy evaluation.
The reviewer is expected to readmultiplepolicies that in-
clude the product's privacy policy and Terms of Use (60
mins), and answer all 28 Basic questions (3 hours).

Privacy Evaluation Cost Analysis

Table2 indicates that eachprivacy reviewerearns afixed
rate of $125 (or approximately $31.25 per hour) to read,

analyze, and complete a single Basic privacy evaluation
of 28 questions taking approximately 4 hours. This fixed
rate and hourly wagewas calculated to alignwith the av-
erage hourly wage in 2023 for paralegals and legal as-
sistants performing expert and complex legal analysis.53

With a fixed cost of $31.25 per hour for each trained pri-
vacy reviewer, it costs $31.25 to publish sevenquestions
in approximately 60 minutes. This results in an approxi-
mate cost of $4.46 per Quick question answered.

Ourorganizational goal is topublishQuickprivacyevalu-
ations for 10,000 products, which would mean we could
provide privacy ratings for all products reviewed by
Common Sense. At a fixed cost of $31.25 per evalua-
tion, it would cost the Privacy Program approximately
$312,000toscale to10,000productsandapproximately
10,000 human reviewer hours—or one full-time em-
ployee working almost 5 years—to complete and pub-
lishQuick privacy evaluations for all of themost popular
applications and services used by kids and families. Af-
ter the 10,000 privacy evaluations are published, there
will also be an ongoing evaluation update maintenance
cost of approximately 60% of the cost to evaluate these
10,000productseachyear.Thiswill keep theevaluations
current as products update their privacy policies with
new practices.

However, when considering how our Program can scale
privacy evaluations to cover 10,000products,we should
remember that it's important to our audiences that we
not only provide Quick evaluations (with seven ques-
tions) that give limited information about a privacy rat-
ing, but also that we consider how we can provide more
Basic evaluations (with 28questions). Thiswould ensure
every privacy evaluation includes more nuanced details,
including a privacy score, so that consumers, parents,
and educators canmakemore informed decisions about
privacy.

Table 3 indicates that with the current process, our hu-
man expert privacy reviewers could complete 10,000
Basic evaluations, including a privacy rating and privacy
score, at an approximate cost of $125 per evaluation.

53The Bureau of Labor Statistics (BLS) reported an average annual
salary of $66,460, and an average hourly wage of $31.95, for
paralegals and legal assistants working in the US in 2023. Bureau of
Labor Statistics. (May 2023). Occupational employment andwages,
paralegals and legal assistants.
https://www.bls.gov/oes/current/oes232011.htm.
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Table 2: Fixed cost for each evaluation type.

Evaluation

Type

Policy

Time

Time

per

Question

Total Time
Cost

per

question

Cost per evaluation Time per evaluation

Quick (7) 30mins 4mins 60mins $4.46 $31.25 1 hour

Basic (28) 60mins 6mins 180mins $4.46 $125 4 hours

This would cost the Privacy Program approximately
$1,250,000 to scale, and approximately 40,000 human
reviewer hours, to complete and publish Basic evalua-
tions for all of themostpopular applicationsandservices
used by kids and families. This would require more than
20 full-timehumanprivacy reviewers to complete all the
evaluationswithin a year and clearlywould not bepracti-
cal given the budget constraints of a grant-funded, small
non-profit organization. As discussed, given that about
60% of products change or update their privacy poli-
cies at least once per year, there is an additional mainte-
nance cost of approximately $187,500 annually to man-
ually re-evaluate Quick evaluations, and approximately
$750,000 annually to manually re-evaluate Basic evalu-
ations for 10,000 products.

Privacy Trained
Artificial Intelligence

Artificial intelligence, or AI, is a transformative technol-
ogy capable of augmenting and supporting specific busi-
ness needs and processes with powerful predictive and
analytical capabilities. However, AI is not a magic solu-
tion to every problem. AI is just a set of algorithms, each
with its own strengths and weaknesses that may be suit-
able for some types of problems, but not suitable for
other problems in different contexts.

Before deciding to develop and integrateAI into the Pro-
gram's privacy evaluation process, it was important to
intentionally separate the hype of AI from reality, and
evaluate our specific needs and requirements to deter-
mine whether use of AI would positively or negatively
impact the specific problem we are trying to solve. Re-
search has shown that approximately 80% of company
projects attempting to integrate AI fail.54 Therefore, to
successfully integrateAI intoour evaluationprocess, the
Program determined exactly which business processes
would benefit from the integration of AI and which pro-
cesses would not. The Program also evaluated how we
would collect high-quality AI training data, and how we
would deploy current and future AI models into our pro-

54Ryseff, J., De Bruhl, B., Newberry, S. The Root Causes of Failure
for Artificial Intelligence Projects andHow They Can Succeed.
Avoiding the Anti-Patterns of AI. (2024).
https://www.rand.org/pubs/research_reports/RRA2680-1.html.

duction environment. In addition, after the strategic de-
cision was made to develop and deploy AI in our privacy
evaluation process, it was imperative that we include a
feedback loop to help calibrate and appropriately inte-
grateAI into ourworkflowwithout sacrificing quality for
scale.

To determine if our AI integration was actually improv-
ing our process, we asked human experts to evaluate
whether the deployment of AI was positively or nega-
tively impacting their decision making. Additionally, we
improved our Quality Assurance (QA) process to ensure
that no compromises to accuracywere beingmade prior
to publication of new evaluations. If the integration and
beneficial useofAI is going tobesuccessful, ongoing test-
ing of AI in real-world scenarios is crucial, because the
world is an incredibly dynamic system and a model that
performed well yesterday may not perform well tomor-
row. Intuitively this makes sense, as new privacy laws
may require companies to disclose specific practices us-
ing specific language, or with a specific level of detail,
and as a result the language in the policies may change
even though the policies themselves may not substan-
tively change. If AI is expected to inform critical decision
making, any deployment of it should be evaluated by ex-
perts capableofassessing theperformanceandaccuracy
of the system.

The overall cost-benefit analysis of AI versus a non-AI-
augmented system is certainly complex.When consider-
ing the cost of an AI system, details like the following
need to be included:

• The time required to train and deploy newmodels

• The AI's accuracy compared against the experts it's
augmenting or replacing

• The business consequences if AI makesmistakes

• Ongoing data quality

• Data infrastructuremaintenance

• Expert retraining costs over time

Ultimately,wechose to integrateAI intoourprivacyeval-
uation process, and we've carefully monitored how it's
used by our human privacy reviewers over the course
of several years. The Program also realized the expected
cost savings as well as increased productivity, all while
ensuring evaluations maintained or improved the high
level of accuracy previously achieved by human review-
ers without the use of AI. Integrating AI into the privacy

CREATIVE COMMONSATTRIBUTION 4.0 INTERNATIONAL PUBLIC LICENSE 2024 Privacy ProgramHuman-AI Productivity 11

https://www.rand.org/pubs/research_reports/RRA2680-1.html


Table 3:Completion costs for each evaluation type.

Evaluation

Type

Number

of

Evaluations

Cost

per

Evaluation

Completion Cost
Expected

Hours to

Complete

Annual

Update

Cost

Quick (7) 10,000 $31.25 $312,500 10,000 $187,500

Basic (28) 10,000 $125 $1,250,000 40,000 $750,000

evaluation process, using natural language processing,
helps support the expert reviewers by recommending
relevant privacy policy text in the form of clauses, sen-
tences, or paragraphs from the product's policies that
are relevant to answering each evaluation question. This
approach increases impact by automating parts of the
privacy evaluation process that were tedious or that
caused reviewers to spendadisproportionate amountof
time on mundane tasks that did not take advantage of
their rich depth of expertise.

The integration of AI into our day-to-day reviewerwork-
flow has enabled our Program to develop efficiencies of
scale, and thus to rate more products. Our AI integra-
tion is also included inourexistingpolicyannotation soft-
ware, enabling a continuous pipeline of privacy policy
annotations mapped to our evaluation framework. This
also provides a high-quality feedback loop that includes
over 5,000 unique privacy evaluations answeringQuick-
7 questions, with over 1,000 of those also answering at
leastourBasic-28questions.Toourknowledge, this level
ofhigh-qualityprivacy trainingdata isunparalleled in the
industry.

The overall objective of integrating AI into our privacy
evaluation process is to increase evaluation through-
put and accuracy while maintaining evidence-based
evaluations that provide information on more privacy-
protectingproductchoices, aswell as informingresearch
and advocacy efforts. This is accomplished by reducing
the timeneeded forahumanreviewer toevaluateaprod-
uct's privacy practices. Our use and integration of AIwill
always require a “human in the loop” or Quality Assur-
ance (QA) oversight, even as theProgram tries to further
reduce the amount of time to evaluate policies as much
as possible without a sacrifice in quality or accuracy.

In addition, the Program's nuanced privacy evaluation
questions are founded on domain-specific knowledge of
legal, societal, educational, andchilddevelopment issues.
An important differentiator of the Program's approach
to using AI is to display AI-suggested annotations for
each question that is selected by the human reviewer as
the sourceof truth. Therefore, ourAImodels ensure that
accurate, consistent, andrelevantpolicyannotationswill
contribute to future model improvements as the Pro-
gram scales up and rates more products. Lastly, because
human reviewers include recommended relevant anno-
tations with each evaluation question, the Program con-
tinues to use annotated evidence from the product's pol-
icy to help navigate difficult questions and disputes from

companies askingabout theaccuracyof their privacy rat-
ing.

Initial Artificial Intelligence Research

In early 2019, the Program began exploring the capabili-
ties of variousAI approaches. The initial researchdid not
encompass the groundbreaking work using transform-
ers described in the paper “Attention Is All You Need,”55

and thusweproceeded to explore various approaches of
text-feature extraction56 using scikit-learn57 and other
vectorization techniques such as GLOVE.58 At the same
time, various segmentation processes and approaches
were explored using open-source projects like NLTK59

and other segmentation approaches. We also explored
rudimentary preprocessing and various approaches in-
cluding CNN,60 RNN,61 and SVM,62 as well as various
clustering algorithms including k-means clustering. Our
approaches that used these technologies didnot achieve
any level of performance worth considering as a poten-
tial route for saving reviewer time during the privacy
evaluation process. The performance of any models we
producedwere simply unusable for our requirements.

Undaunted by early setbacks, we continued research
and exploration until we came across transformers and
started exploring early LLMmodels such as BERT63 and
RoBERTA64 with the aid of early libraries like simple-
transformers,65 which leveraged Hugging Face's openly
available LLMs and made the space considerably more

55Vaswani, A., Shazeer, N., Parmar, N., Uszkoreit, J., Jones, L.,
Gomez, A. N., & Polosukhin, I. (2023). Attention is all you need. arXiv
[Cs.CL]. http://arxiv.org/abs/1706.03762.

56See https://scikit-learn.org/stable/modules/feature_extraction.
html#text-feature-extraction.

57See https://scikit-learn.org/stable/index.html.
58Pennington J., Socher R., &Manning C. (2014). GloVe: Global

Vectors for word representation. In Proceedings of the 2014 Conference
on Empirical Methods in Natural Language Processing (EMNLP), pages
1532–1543. Association for Computational Linguistics.
https://aclanthology.org/D14-1162.pdf.

59See https://www.nltk.org.
60See

https://www.ibm.com/topics/convolutional-neural-networks.
61See https://www.ibm.com/topics/recurrent-neural-networks.
62See https://www.ibm.com/topics/support-vector-machine.
63Devlin, J., Chang,M.-W., Lee, K., & Toutanova, K. (2019). BERT:

Pre-training of deep bidirectional transformers for language
understanding. arXiv [Cs.CL]. http://arxiv.org/abs/1810.04805.

64Liu, Y., Ott, M., Goyal, N., Du, J., Joshi, M., Chen, D., & Stoyanov, V.
(2019). “RoBERTa: A robustly optimized BERT pretraining approach.”
arXiv [Cs.CL]. http://arxiv.org/abs/1907.11692.

65See https://pypi.org/project/simpletransformers.
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accessible. During most of this early exploration, we
spent a large amount of time exploring various hyperpa-
rameter values and their impact on the fine-tuning pro-
cess to create binary andmulti-modal classifiers.

As the transformer research space matured consider-
ably in 2020, we eventually settled on using ktrain66—
a library that uses simple abstractions and includes
high-quality documentation. At this point, the early re-
search stabilized and we were seeing promising results
using LLM-backed classifiers. We decided to move for-
ward building fine-tuned binary classifiers backed by
distilbert-base-uncased67 with one model per question.
Our binary classifiers would indicate one of two possi-
ble classes, “related” or “not related,” for a given policy
segment and a given evaluation question. This approach
was straightforward and identified relevant policy text
aswell asprovidingsome, albeit limited, ability to inspect
their behavior using techniques like LIME68 to under-
stand how they performed, especially when they did not
perform well. This approach also had the benefit of eas-
ily becoming integrated into our existing evaluation pro-
cess, and enabling a feedback loop for future model im-
provements.

When building and refining AI models, we employed F1
scores as a measurement for usefulness. It is important
to note that for our intended use, accuracy would be a
poormeasure for the performance.69 Typical policy text
only has a tiny portion, typically less than 1%, of policy
text that is relevant for a given question or concern. If
we were to create a “model” that always indicated any
excerpt of a policy was “not related” to a given question,
our model would be over 99% accurate. The F1 score
mitigates this issue by taking into account the various
types of errors a classification process could make. Sim-
ilarly, since our data is so skewed, we focused on the F1
scores for the “related” class only, as using themacro av-
erage F1 score would be heavily skewed by the dispro-
portionate amount of “not related” data. In our experi-
ence, reporting the macro average F1 score would typi-
cally achievean inflatedvalue in the rangeof10%to40%
higher than only the “related” F1 score. Therefore, our
model's macro F1 scoreswould likely not be an accurate
reflection of, or providemeaningful insight into, how the
models may perform for their intended use. Please see
the Appendix for amore detailed discussion of F1 scores.

66Maiya, A. S. (2004). Ktrain: A low-code library for augmented
machine learning. arXiv Preprint arXiv:2004. 10703.
http://arxiv.org/abs/2004.10703.

67Sanh, V., Debut, L., Chaumond, J., &Wolf, T. (2019). “DistilBERT, a
distilled version of BERT: Smaller, faster, cheaper and lighter.” ArXiv,
https://arxiv.org/abs/1910.01108.

68Ribeiro, M. T., Singh, S., & Guestrin, C. (2016). 'Why should I trust
you?': Explaining the predictions of any classifier. arXiv [Cs.LG].
http://arxiv.org/abs/1602.04938.

69See the Appendix for more details on F1 scores.

The Road to Production-Ready

The Program created initial unrefined AI models for
all Basic-28 evaluation questions to better understand
what to expect and where our challenges would be in
bringing these models into a production environment.
This allowed us to get a baseline understanding ofmodel
performance. Fromourexperience, theF1score foreach
model was—unsurprisingly—dependent on the number
of policy examples available in our training data. We
also saw that for questions whose topics are backed by
privacy laws that are explicit about requirements, and
where vendors are transparent and use clear language,
ourAImodels tended to performbetter than they did on
questions not sharing those characteristics.

Conversely, on the lower end of F1 scores, we see few
policies that disclose details related to those questions,
or we see privacy policies containing language that is
contradictory, vague, or obfuscating. These issues also
present challenges for human expert privacy reviewers
to accurately classify.

We use the annotations from our expert human-
evaluated privacy policies as the ground truth or “gold
standard” for our supervised machine learning process.
In order to refine and improve the performance of
the model, we use a feedback-loop-driven iterative
process in which early models are used to evaluate the
training data and present examples where the model
and reviewer disagreed on the classification of a given
excerpt of policy text. In that case, an additional privacy
expert reviews the mismatched AI suggestion and
human-provided annotation. The additional domain
expert is presented with the model's prediction and
the reviewer's annotation, and then makes a judgment
call to indicate that either the model is accurate and
the annotation should be adjusted by being added to
or removed, or that the reviewer is correct and no ad-
justment is necessary. Please see the Appendix section
“Annotation Cleanup & Alignment” for more details on
this process.

Our incoming training data is imperfect for several
human-related reasons:

1. Human reviewers, while very skilled, sometimes
skip providing all of the annotated examples for a
givenquestion. Typically humanswill annotate a suf-
ficient amount of text to accurately answer a ques-
tion, but may omit redundant information or infor-
mation that is related, but does not change a ques-
tion response given the other existing annotations.
These types of omissions save time and do not im-
pact the response of the final question.

2. Sometimes the annotation process is imprecise and
the annotationmay include surrounding text that is
not actually associatedwith a question. These types
of errors are typically quite obvious to humans, but
automated systems may not properly ignore the
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imprecision and include noisy information into the
corpus.

Additionally, the automation details such as corpus
building, data preprocessing, and other preparation pro-
cessesmay create additional challenges in havingmodel
predictions align with human-provided annotations:

1. There may be a mismatch between how a human
performs an annotation task versus how the auto-
mated segmentation process is performed. As a re-
sult, machine-segmented policy text may not be ap-
propriately aligned on boundaries andmay result in
a mis-mapping to the proper annotation, so some
items in the corpus could end upmislabeled.

2. The segmentation may not properly identify appro-
priate boundaries to break down text, so it may in-
clude superfluous or unrelated details.

3. Our current process does not consider lead-in or
surrounding context of an excerpt, so we miss con-
text that may be available if a particular segment
is analyzed in isolation. This admittedly was an im-
pediment in early LLM models, but technological
advancements have createdmore powerful models
that have fewer limitations today. However, those
largerandmorerobustmodels typically requirecon-
siderably more resources to fine-tune and use. We
have not yet explored whether the tradeoff of us-
ing larger and more powerful current LLMs could
provide enough value relative to their increased de-
mands on resources. Additionally, they may not be
able to provide explicit source citation with a nar-
row enough focus to help us identify the exact por-
tions of a policy that support a given response.

The process of refining and aligning our human-
annotated privacy evaluations with our corpus pro-
cessing and preparation makes up a considerable
portion of the cleanup and alignment work we find
necessary to improvemodel performance.

Taking the time to refine the corpus serves two pur-
poses. First, it helps to ensure that any F1 scoreswe con-
sider are more likely reflecting real-world performance,
where we entirely rely on automated segmentation and
other processes without human intervention. Second, it
ensures we are sending more consistent information to
thetrainingorfine-tuningprocess. Inmostcases, current
cleanup and refinement addresses straightforward mis-
matches in segment boundaries, or missed annotations
by the human reviewer. As refinement continues, each
generationof themodel learnsmore patterns in the data
with more nuance and in what contexts certain words
like “sell” may or may not be of importance. After a few
rounds, themismatches betweenhuman-provided anno-
tations and AI suggestions become more challenging to
correct, and we need to make tougher decisions as to
whether some annotations on the edge of a topic should
or should not be included.

Most of our additional tooling was crafted to help align
our human-provided annotations with what our auto-
mated segmentation provides. This process is imprecise
and introduces some additional room for error. The an-
notations may have poor boundaries as created by our
automatic segmentation, or the human reviewer may
have been imprecise and included too a small portion of
the previous or subsequent segment, which may be un-
related. To account for this error, our first pass of the
mapping assumes that the human-provided annotation
is intentional and that any extra or partial annotations
contain important context that we should pay attention
to. This means we err on the side of ensuring we include
all human-provided information, even if in context itmay
notobviouslybe related toagivenquestion.Thisprocess
is entirely automated. It takes completed evaluations as
input and builds an appropriate corpus ready for model
training. After the initial processing to align human an-
notations with automated segments, our corpus builder
then creates an appropriate training and testing valida-
tionset for respectivequestions, so thatwecanbegin the
model training process.

Ideally we at least want amodel that is not confidently in-
correct. In cases where it leans toward an incorrect clas-
sification, we would prefer ambiguity, as that provides
some information about indicating that a policy excerpt
may be related to a question. At that point we can let a
human make the final judgment call. When models are
confidently incorrect in their answers, they provide us
little insight and add little value to the process. In some
cases, confidently incorrect models could possibly even
make things worse as they may perform incredibly well
in other scenarios, leading reviewers to trust themodel's
answers more than they should.70

Independent research into label classification and use of
predicted answers over time has found lowered quality
in the performance and accuracy of human reviewers,
because the reviewers may place unwarranted trust in
AI-predicted answers more than in their own indepen-
dentdecisionswithout sufficientevidence to justify their
trust in the AI answer. When tasks are complex and AI
is available to support human privacy reviewers, the re-
viewersmay also overestimate the capabilities of AI and
assume it's consistently correct.71 Human privacy re-
viewers with access to predicted answers to evaluation
questions are likely to trust and agree with the answers
because they appear intuitively persuasive, but the re-
viewers may be more likely to select incorrect answers
when polices use contradictory or vague language.72

70Ren, C., Pardos, Z., & Li, Z. (2024). Human-AI collaboration
increases skill tagging speed but degrades accuracy.
https://arxiv.org/abs/2403.02259v1.

71Kristensen-McLachlan, R., Canavan,M., Kardos,M., Jacobsen,M.,
& Aarøe, L., Chatbots are not reliable text annotators,
https://arxiv.org/abs/2311.05769.

72Weisz, Muller, M., Ross, S., Martinez, F., Houde, S., Agarwal, M.,
Talamadupula, K., & Richards, J. Better together? An evaluation of
AI-supported code translation, p. 23,
https://arxiv.org/abs/2202.07682.
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Our initial AI-augmented workflow set out to validate
our methodology, as well as identify any potential barri-
ers to increasing thenumberof questions that additional
AI models could cover. As part of this process, we inten-
tionally focused on our core seven privacy rating ques-
tions, which cover a wide range of topics but often con-
tain overlapping and nuanced details that we wanted to
isolate so that we could ensure our models were identi-
fying the relevant details.We also focused on increasing
efficiency of the evaluation process.

In this initial consideration, we chose to include an
eighth question—our “Transfer Data” evaluation ques-
tion,whichspecifically covers the topicof sellingor trans-
ferringdataaspartof amerger, acquisition, orother type
of business operational transfer, andoftendiscusses top-
ics like selling personal information as part of either of
the aforementioned practices.73 This question was in-
cluded for two major reasons. First, it has an incredibly
high transparency rate74 andwould present themost ac-
cessibleopportunity for creatinga successfulmodel. Sec-
ond, it has language that often sounds like it relates to
the direct sale of personal information, which our “Data
Sold” question covers, and we wanted to validate that
both the model for the “Transfer Data” and “Data Sold”
questions were appropriately including or excluding the
appropriate policy text.

Of course our models will not perform perfectly, but we
need tounderstand theopportunitiesandchallenges the
models may present when they're used in our evalua-
tion process. As such, we made sure to capture opera-
tional details. We improved our QA pipeline and review
process, and we noted details from our reviewers' expe-
riences to learn where the models are performing well
or where they need improvement. This continuous feed-
back loop and information-gathering process across a
diverse set of examples over time was critically impor-
tant in helping us identify areas of strength and weak-
ness in our AI models. The feedback loop also helps in-
dicate where the Program needs to allocate additional
resources for data cleanup and fine-tuning so we can
achieve desired F1 model scores for every Basic evalua-
tion question.

It is critical, when evaluating and testing our AI models
for correctness, that humanprivacy experts are involved
at each step of the process to identify whether the mod-
els annotate the correct or incorrect details to answer
each evaluation question. Initially this can look like dupli-
cated effort, but it's actually an important step in validat-
ing both the reviewers' accuracy and the models' useful-
ness.

73Kelly, G., Graham, J., & Garton, S. (2023). Privacy Program
Evaluation Framework. Common SenseMedia, pp. 100 (“Transfer
Data”).

74SeeCommon Sense Privacy Evaluation Framework,
https://privacy.commonsense.org/content/resource/publications/
2023-privacy-program-evaluation-framework.pdf#section*.143
(observed 88% transparency).

Figure 1: Initial deployedQ2 2020model F1 scores for
the related class only. Note that themacro average that
is typically reported would boost many scores up to 30
points, but wouldmisrepresent model performance. As
suchwe typically choose to report and consider the
related class F1 scores as that provides themost useful
insight into our problem space.

0.00

0.25

0.50

0.75

1.00

Ad 
Pro

file

Effe
cti

ve
 D

at
e

Per
so

na
liz

ed
 A

ds

Sell
 D

at
a

Thir
d−

Par
ty 

M
ar

ke
tin

g

Thir
d−

Par
ty 

Tra
ck

ing

Tra
ck

 U
se

rs

Tra
ns

fer
 D

at
a

Question

F
1 

S
co

re
 (

R
el

at
ed

 C
la

ss
)

We also explore model failure modes so we can provide
adequate UI and UX features to help guide our review-
ers in learning to use these tools effectively and under-
standing their limitations. This is important because we
don't want our human reviewers to become too reliant
on a useful but imperfect system. Privacy subject mat-
ter experts have the necessary experience and training
to interpret privacy policy language and what it means
in practice. In addition, experts are able to determine
whether ourAImodels are correctly identifying relevant
or irrelevant portions of policy text. Therefore, we rely
on our experts and their domain-specific knowledge to
refine the AI model, assess the model's behavior, inform
the creation of the corpus and alignment process.

As part of our initial pre-deployment and testing, we
identified several shortcomings in how our existing seg-
mentationprocess performedwhenpresentedwith real-
world privacy policies. In many situations, large and
sprawling sections of text contained unclear sentence
structure, complex conditional clauses, and other issues
that prevented our models from giving high-quality pre-
dictions.

As a result, we prioritized improved segmentation per-
formance in hopes of improving the models' prediction
quality and respective annotation scope.Our interns pri-
marily focusedon improvingsegmenterperformance,es-
pecially in restructuring the complex nested clauses that
show up all too frequently in privacy policies. Now, our
improved segmenter can usually detect these complex
clauses and reconstruct them into individual sentences,
making them easier to understand by both people and
machines. Please see the “Custom Segmenter” Appendix
section for more details on our segmentation process.
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Table 4:Manual and AI-enabled question break-down for a Quick Evaluation

Evaluation

Type

Policy

Time
Question Transparency Qualitative Annotations

Time

per

Question

Expected

Completion

Time

Quick (7)Manual 30mins 30 secs 30 secs 60 secs 2mins 4-6mins 60mins

Quick (7) AI 0-1min 30 secs 30 secs 30 secs 30 secs 2-3mins 15mins

Additionally, we added abbreviations common in statu-
tory languageandprivacypolicies toa customtool based
on PunktSentenceTokenizer75, which we use to break
policies down into smaller segments. The segmentation
issues were not barriers to using the models in produc-
tion, but it was clear that improved segmenter perfor-
mance would improve the quality of existing and future
model performance.

Artificial Intelligence Deployment

These models were developed and launched in 2020,
when the market for AI platforms was not quite as ro-
bust as it is today. Considerations about hosting costs
and cost predictability led us to develop a worker-based
batch queuing system to keep costs predictable and af-
fordable. We built out a system based on a Celery76

worker queue with a Flask77 based API for managing
queue-related details. This queue management system
has a worker pool populated with one worker process
hosted on an AWS EC2 GPU instance.78 With the ex-
ception of the EC2 GPU instance, the other technol-
ogy could be easily hosted on our existing AWS infras-
tructure with minimal additional overhead. The GPU in-
stance has an estimated additional cost of $144monthly
as ofMay 2023.

The total additional infrastructure cost was rather mod-
est, and was feasible due to our batch-based process-
ing,which didn't require any real-time response because
there were no direct interactions with users. To explain
further, ourexistingprocessof crawlingnewpolicieswas
modified to submit a job to our AI processing queue,
which would segment and attach respective predictions
to those policy segments and then store the results at-
tached to the policy crawl. This allowed for AI predic-
tions to be run once per new policy crawl. They would
then be available for every downstream user of our in-
coming policy data. Because we don't need real-time AI

75See PunktSentenceTokenizer, https:
//www.nltk.org/api/nltk.tokenize.PunktSentenceTokenizer.html.

76Celery is a task queuemanagement system that helps distribute
tasks or jobs across resources. See also https:
//docs.celeryq.dev/en/stable/getting-started/introduction.html.

77Flask is a web framework that assists in building web-based
applications and APIs. See also
https://flask.palletsprojects.com/en/3.0.x/#.

78GPU instances provide for faster training andmodel inference
than CPU-based hardware. See also
https://docs.aws.amazon.com/dlami/latest/devguide/gpu.html.

predictions, the infrastructure spend was much simpler
andmore predictable.

Having the data attached to the policies also allowed for
a flexible rollout of features as we allowed the AI pre-
dictions to run in the background and be attached to all
new policy crawls. As a lower priority, we also ran AI pre-
dictions on historical policy data. While this automated
process was running and backfilling our catalog of pol-
icy data with AI suggestions, we built out and tested sev-
eral different UI and UX treatments for integrating the
AI suggestions into our existing policy annotation plat-
form.We integrated our AI predictions into our existing
annotation platform and reminded our reviewers that
the model's output is just a suggestion—the reviewer is
the expert and should remain critical of the model out-
put, which is not a perfect system andmakesmistakes.

We're also aware of the research showing that overall
systemperformance and accuracy sufferswhen humans
become too reliant on, or too trusting of, AI systems. As
such, we made several design decisions to intentionally
add friction and slow the process down to minimize the
reviewers becoming overly confident on the AI model
output.We display the AI suggestions using color-coded
notation tomarkmodel prediction relevancy thresholds:
green indicates above 50%, yellow indicates 30–50%,
gray indicates 10–30%, and anything with a prediction
less than 10% is not shown to the reviewer. These visual
signals help privacy reviewers quickly identify which AI
suggestions themodel ismoreconfidentabout, and if the
model is performingwell, they aremore likely to be help-
ful to answering the evaluation question. This improves
reviewers' productivity, as they canmorequickly narrow
down the most relevant supporting evidence for a given
question.

Through the privacy evaluation process, AI-suggested
annotations that meet certain criteria, as described
above, are shown to the human privacy reviewer with
various UI/UX treatments. The reviewer must explicitly
confirm the AI suggestions and add them as annotations
supporting their response to the question, just like our
non-AI-augmented review process. This explicit confir-
mation of the correctness of the model's predictions
helps us create a rich feedback loop. Essentially, any AI
suggestion that is not included as an annotation can be
flagged as incorrect for later analysis, and can inform
the corpus building and fine-tuning process for future AI
models.
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Table 5:Quick Evaluation cost breakdown of entirely manual process versus AI-enabled review.

Evaluation

Type

Policy

Time

Time

per

Question

Total Time
Cost

per

question

Cost

per

Evaluation

Quick (7)Manual 30mins 4mins 60mins $4.46 $31.25

Quick (7) AI 0min 2mins 15mins $1.11 $7.81

Artificial IntelligenceQuick Evaluation

Process

After integrating AI into our privacy evaluation work-
flow, we significantly increased our throughput of
published Quick privacy evaluations and reduced the
amount of time required to complete each evaluation.
AI-enabledQuick evaluations can be completedwithout
the reviewer having to read the entire privacy policy
beforehand. Reviewers can refer to the policy text for
validation, or to confirm the absence of policy text if the
AI models provide no relevant suggestions.

Table 5 indicates that using AI has resulted in a four-
fold increase in Quick evaluation productivity, realized
by increasing question level efficiency and providing sig-
nificant reductions in the time required by reviewers to
readandcomprehendpolicies, aswell asfinding relevant
portions of policy text. Questions backed by AI models
that provide relevant recommendations can now be an-
swered in2–3minutes,downfrom4–6minutesperques-
tion. Through experience, privacy reviewers trained to
use our AI process becomemore familiar with the seven
evaluationquestions theycomplete foreveryQuickeval-
uation, and therefore may only spend a few seconds se-
lecting the correct question in the policy annotator soft-
ware before moving on to the next step. This decreases
the time they spend reading each question and lets them
spend more time on reviewing answers and providing
more accurate annotations.

With Artificial Intelligence, it currently takes
a human privacy reviewer 15minutes to
complete a seven-questionQuick privacy
evaluation.

For AI-enabledQuick evaluations, when a privacy policy
is transparent for a givenquestion, the process looks like
the following and typically takes approximately 2 min-
utes:

• Question (30 seconds): The reviewer must read
each privacy evaluation question asked, just like a
multiple-choice exam question.

• Transparency (30 seconds): The reviewer is pre-
sented with potentially relevant AI suggestions as
described above. If relevant annotations are pro-
vided, the reviewer may answer the transparency

question “Yes.” If no relevant annotations are pre-
sented below the question, the reviewer may an-
swer the transparency question “No,” or find sup-
porting evidence that the model may have incor-
rectly classified as “not relevant.”

• Qualitative (30 seconds): If the question is marked
as transparent in the previous step, the reviewer re-
views the supporting AI-provided relevant sugges-
tions and decides to answer the question qualita-
tively with a “Yes” or “No” answer.

• Annotations (30 seconds): Finally, if the reviewer
determines that the policy transparently discloses
the specified practice, then the reviewer must pro-
vide evidence to justify their answer in the policy by
selecting the relevant AI suggestions.

As a result of integrating AI into our review process, the
timerequired toanswereachevaluationquestionhasde-
creased by twofold, and the 30 minutes spent reading
the privacy policy is dramatically reduced for a total ap-
proximate fourfold increase in productivity. A reviewer
may still need to refer back to the privacy policy text to
validate questions without AI suggestions or to ensure
the policy is actually non-transparent on the issue. Full-
time human expert reviewers are able to complete ap-
proximately four Quick evaluations per hour for a cost
per evaluation of $7.81 ($31.25 / 4). In order to scale to
10,000products usingAI-enabledQuick evaluations,the
cost would be approximately $78,100, with an expected
savings of $234,400 compared to manual Quick evalua-
tions without the use of AI.

Integration of artificial intelligence
significantly reduces the cost to complete
Quick evaluations by 75% and increases
rating productivity by fourfold.

Projected Artificial Intelligence Basic

Evaluation Process

Weplan to build on the experience and validation gained
after deploying AI for our Quick evaluation process. We
will continue touseAI to streamlineourworkflowand in-
crease throughput, and we will extend AI-enabled ques-
tions to all 28 Basic questions in 2025. While we have
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Table 6:Basic evaluation cost breakdown of entirely manual process versus AI-enabled review.

Evaluation

Type

Policy

Time
Question Transparency Qualitative Annotations

Time

per

Question

Expected

Completion

Time

Basic (28)Manual 60mins 30 secs 1min 90 secs 3mins 6-8mins 240mins

Basic (28) AI 1min 30 secs 30 secs 30 secs 30 secs 2-3mins 60mins

made tremendous progress on the amount of time it
takes to complete a Quick evaluation with AI, we expect
to see similar productivity gains per question for Basic
evaluations as well. Our goal is to reduce the amount of
time spent to complete a Basic evaluation from 4 hours
to only 1 hour.

Withour improvedAIcapabilitiesandthe insightsgained
from our AI-augmented Quick evaluation process, re-
viewers will be presented with the same UI/UX and AI
suggestions that are possibly related to each question.
This similarity in the approach toQuick evaluationswith
AI-enabled questions will reduce the cognitive load and
task switching across disparate topics for reviewers.We
expect this to increase productivity and lower costs anal-
ogous to our efficiency gains realized as part of our
AI-augmented Quick evaluation process. This approach
is also more aligned with legal comprehension exams
such as the Law School Admissions Test (LSAT) Reading
Comprehension exam section, where test takers need to
spend on average about 1 minute and 30 seconds per
question.

Weexpect that using AI to assist in Basic
evaluations will improve productivity and
result in the same 75% reduction in cost per
question as we sawwith our AI-enabled
Quick evaluations.

Table 6 indicates that the AI-enabled Basic privacy eval-
uation is expected to take approximately 1 hour —or
about 2minutes per question—to completewhenAI rec-
ommendations of relevant annotations are provided for
each question. This would result in both a rating (Pass,
Warning, Fail) and an overall score to further differenti-
ate products by their various privacy practices. If we can
realize these gains, we'd see a fourfold increase in pro-
ductivity of publishedBasic evaluationsoverour current
manual approach without AI, and would realize similar
cost savings. Each reviewer will continue to earn a fixed
rate ($31.25/hour) to read, analyze, and complete a sin-
gle Basic evaluation. For Basic AI-enabled evaluations,
the four-part, multi-step question process for a trans-
parent question is the same as Quick AI-enabled evalu-
ations, but withmore questions.

Table 7 shows that the expected cost to review 10,000
products using AI-enabled Basic evaluations would be

approximately $312,000, with an expected cost savings
of $938,400 compared to Basic evaluations without the
use of AI.

Artificial Intelligence-Predicted Answer

Models

In addition to creating AI models of recommended rele-
vantpolicyannotations foreachevaluationquestion,our
Program explored AI models that would recommend an
answer to eachQuick evaluation question. However, we
encountered several challenges in creating models that
accurately determined the proper qualitative response
to a question.

Our existing annotations capture all the substantive de-
tails about a particular question, but due to the complex
nature of privacy policies and of a company's practices,
some annotations may indicate that a given practice is
engaged in, but other annotations within the same pol-
icymay indicate the product does not engage in the same
practice. Because of the potentially contradictory state-
ments, or statements that may apply in certain contexts
or scenarios but not others, the collective answer to all
of those practices may indicate either “yes” or “no,” but
someof the relevant annotationsmayprovide contradic-
tory evidence. As a result, we would need to do an addi-
tional pass of corpus annotations to label individual an-
notations indicating “yes” or “no” qualitative practices to
particular contexts.

Additionally, we assumewith some evidence that even if
we did create models that provide a predicted answer,
the amount of time it would take a human reviewer to
verify the answer may be the same, or greater, than
if the human were to complete the review without us-
ing AI at all. Accuracy could also be compromised due
to the challenges of human-augmented AI systems.79

Despite these challenges, we were able to create mod-
els that could, in certain narrow circumstances, predict
an answer with some level of accuracy for some ques-
tions. However, when the models struggled, they were
often using irrelevant data to determine an answer or
theyweremakingan incorrectprediction thatcastdoubt
on trust in the total system behavior. Based on our ex-
perience in this space and our exploration of what a

79Ren, C., Pardos, Z., & Li, Z. (2024). Human-AI collaboration
increases skill tagging speed but degrades accuracy.
https://arxiv.org/abs/2403.02259v1.
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Table 7: Projected AI enabled cost for Basic Evaluations.

Evaluation

Type

Policy

Time

Time

per

Question

Total Time
Cost

per

question

Cost

per

Evaluation

Basic (28)Manual 60mins 6mins 180mins $4.46 $125

Basic (28) AI 0min 2mins 60mins $1.11 $31.25

human- and AI-augmented system with models like this
could look like, we decided to focus our efforts on re-
fining models that find the relevant annotations, be-
cause we already know that this is an effective and time-
efficient way to maximize the impact of our limited re-
sources.

Additionally, fromour research andexperience in assess-
ing privacy policies, we decided that regardless of what
models or processes we create, a human should always
be in the loop to ensure complete and accurate identi-
fication of relevant portions of the policy text. As such,
we tried to maximize the value of machine automation
combined with human expertise to create a hybrid sys-
tem thatwasmore efficient and accurate than either the
human ormachine automation alone.

Building AI models that identify the relevant portions
of text enables opportunities for other use cases and
acts as a potential pipeline for models that may attempt
more advanced tasks, such as fully answering a ques-
tion. We predict that high-performing models that can
identify relevant portions of text will be a valuable entry
point to creating futuremodels, whichmay be able to an-
swer a question accurately or perform more advanced
capabilities. This approach will likely make verification
of more advanced models by a human more straightfor-
ward, since the human likely won't need to consider the
entire context of a privacy policy andwould instead only
need to consider the input provided by the models that
have identified the appropriate portions of text. Sepa-
rating concerns like this makes verification of a properly
functioning AI system simpler to inspect and correct at
each point.

Artificial Intelligence Feedback Loop

Beforewe started usingAI in our evaluation process, the
Program relied on expertsmanually reviewing the evalu-
ations that hadbeen completedbyother privacy experts.
This processwas rather labor-intensive and tended to fo-
cus on specific, high-profile questions, such as those that
determine a product's rating.80 With our integration of
AIandthesubsequent increase in scale,weturnedourat-
tention to refining our Quality Assurance (QA) process.

There were two major reasons we focused on this area.
First, we needed to ensure that we had some way to

80Common SenseMedia, Privacy Program, Privacy Ratings.
https://privacy.commonsense.org/resource/privacy-ratings.

quickly verify thatwe are adequately justifying our ques-
tion responses with sufficient annotations confirmed by
expert reviewers. Second, wewanted to be sure that our
AI feedback loop had an additional expert reviewing the
AI-provided suggestions that weren't included. It's im-
portant tounderstand thatwhileAI can improveourPro-
gram's efficiency,maintaining these systems includes ad-
ditional costs over time. As these models are deployed
in a changing and dynamic system, they will also need
to be refined and updated with new information that re-
flects how the world is changing in the respective do-
main or intended use. So it's critical to create a feedback
loop where the shared decisions of the human- and AI-
augmented system inform future models. Rather than
create separate systems and processes, we attempted
to integrate a QA feedback loop into our existing work-
flows.

We improved the Program's existing QA process by cre-
ating a new QA reporting tool within our policy annota-
tor software that quickly and easily allows a second hu-
man expert privacy reviewer to review all the answers
that were completed by another reviewer. The first re-
viewer's answer is displayed alongside the AI-suggested
relevant annotations for each question. We feel this QA
method better aligns with the overall goal of increasing
productivity, while also maintaining the same or higher
level of accuracy for each evaluation question. Instead
of displaying a “predicted answer” to a privacy evalua-
tion question, theQA reviewer is shown the first privacy
reviewer's “actual answer” to each evaluation question.
The QA reviewer then “grades” the first reviewer's an-
swers by quickly verifying that the annotated evidence
they providedmatches one or more of the AI-suggested
relevant annotations for that question.

Table 8 shows that this QA process takes approximately
1–2 minutes per question, given the number of annota-
tions provided per question, and is similar to the pro-
cessusedbyhumanreviewers forAI-enabledQuickeval-
uations but with time reductions of 50% at each sub-
step thanks to the “grading” or supervised nature of the
process. We believe this time reduction is the result of
summarization and task decomposition.81 The QA pro-
cess limits the reviewer's cognitive load to the specific
task of review, which does not involve reading the pol-
icy, answering questions, or evaluating the relevancy of

81Wu, J., Ouyang, L., Ziegler, D., Stiennon, N., Lowe, R., Leike, J., &
Christiano, P. (2021). Recursively summarizing books with human
feedback. https://arxiv.org/pdf/2109.10862.
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AI recommendations required in Quick evaluations. The
QA reviewer only reviews summaries of the evaluation
question (the two-word description), the reviewer's an-
swer (transparency/qualitative), the reviewer's evidence
(theannotations), and theAI-recommendedannotations
all together, resulting in a reasonably sized chunk of in-
formation that can bemore easily processed.

As a result, we take the top-level evaluation task and
deconstruct it into several smaller subtasks, whose an-
swers help the human QA reviewer evaluate the top-
level task of whether the evaluation's answers are cor-
rect or incorrect and why. We believe this transition
from an entirely manual open book-type exam format
to a partially automated multiple-choice (AI-enabled)
exam, and now a QA-driven graded exam, is the best ap-
proach. It maximizes productivity at a high level of accu-
racyandquality toensure thecorrect answer is provided
for each evaluation question.

As part of our model training process we built a first-
generation model using just the privacy evaluation an-
notations provided by our privacy reviewers. An addi-
tional privacy expert82 reviews the model predictions
relative to the privacy reviewer's annotations and cor-
rects or reconciles any disagreements. In this process, a
disagreement between model and reviewer is any situa-
tion where the model predicts something that does not
align with what our human experts have indicated. The
process essentially looks like the following:

1. Build the newmodel.

2. For each model and each existing evaluation, break
each policy into individual segments.

3. For each of those segments, run the model predic-
tion against that segment.

4. For each combined model prediction and segment,
assesswhether themodel prediction alignswith the
human inclusion of the segment in the list of rele-
vant annotations.

5. If the model disagrees with the human, either add
the missing segment or remove the segment from
the list of annotations.

This model building and refinement process is iterative.
To date, we have found that after at least eight gener-
ations of models and cleanup passes, the model perfor-
mance is refined to a point where it is predictable and
where we can provide an adequate assessment of how
themodelmayperformwithinourevaluationprocess, or
if it needsmore work.

To further explain how we determine a model and re-
viewer disagreement, we set a relevancy threshold—
typically 20%, but it may vary depending onmodel itera-
tion and the specific evaluation questionwe are building
a model for. Then, if the model prediction for a question

82Typically this is a third person, but in a handful of evaluations and
annotation data this may only be a second expert.

is over or under this threshold as described below, we
consider it an annotation and prediction disagreement.
We are more concerned about missing information, so
we use the 20% threshold slightly differently depending
on context. If the human has not provided an annotation,
and themodel thinks it is relevantwith a prediction over
20%, thenwehavea thirdexpert reviewthesegmentand
consider including it as a relevant annotation. This essen-
tially creates a window of 80% relevancy, where an ad-
ditional human reviews potentially missed segments by
the first human reviewer. On the other hand, if the pri-
vacy reviewerhas providedanannotation and themodel
predicts that it is relevant with a prediction under 20%,
we show this annotation to the third expert so they can
consideromitting theannotation fromthe listof support-
ing evidence. This way, the privacy expert only needs to
review situations where the model prediction and the
privacy reviewer disagree considerably and in ways that
would be detrimental to our intended use of these mod-
els.

An added effect of this process is that the privacy expert
who is cleaning up and aligning our annotations relative
tomodel performance can start to understand the types
of scenarios that themodels strugglewith, and canmake
informed decisions to attempt to train out that behavior
in future models or to document areas where we know
themodeldoesnotperformwell.PleaseseetheAppendix
for more details on F1 scores and annotation cleanup
and alignment.

Artificial Intelligence Cost Analysis

The Privacy Program's research and development costs
to design, build, test, and deploy our AI models were
modest given our small team size and limited budget as
a nonprofit, especially when compared with dedicated
multi-person teams at for-profit companies with large
research and development budgets. Our limited expen-
diture to build and deploy our AI models was largely
driven by our grant-funded budget. This imposed time
and resource constraints on our program because we
are only one of many groups within Common Sense Me-
dia, the larger nonprofit organization. These constraints
required creative problem solving and the use of free
open-sourcesoftwareandAIsolutionswithoursmall yet
mighty team of highly skilled employees. Our Program
was able to develop and deploy AI successfully because
of the unique intersectional domain expertise of the Pro-
gram's staff in the fields of artificial intelligence, com-
puter science, law, education, and privacy.

The following analysis approximates the organization's
total initial investment in AI development costs. How-
ever, annual recurring programand administrative costs,
including the salaries of the Program's full-time staff
and the tech stack used to operationalize the produc-
tion of privacy evaluations and train privacy reviewers
(“Contractors”), are not included in our AI cost-benefit
analysis. Our Privacy Program staff, privacy tech stack
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Table 8:Quality Assurance (QA) AI-enabled question break-down for a Quick Evaluation.

Type
Policy

Time
Question Transparency Qualitative Annotations

Time

per

Question

QAQuick (AI-enabled) 0mins 15 secs 15 secs 15 secs 15 secs 1-2mins

hosting, product validation, and independent contractor
training and evaluation costs are recurring annual costs
that are expected to occur regardless of whether AI is
integrated into our privacy evaluation process. In addi-
tion, the Program pays an operational cost to maintain
publishedprivacyevaluationsandupdate themwhenpri-
vacy policies change.Weexpect to realize the gains from
our AI-assisted evaluation process in scaling to evaluate
more products with more depth, and in maintaining the
approximate 60% of our published evaluations that re-
quire annual updates.

ThePrivacyProgram'sAIpersonnel costswereprimarily
structured around theworkof one full-timePrincipal En-
gineer staff member, who developed our AI models and
data infrastructure with help from two seasonal interns.
ThePrincipal Engineerwas responsible formanaging the
entire AI research and development pipeline. This engi-
neer also served as the Privacy Program's artificial intel-
ligence expert and as one of the Program's privacy sub-
ject matter experts. The Principal Engineer completed
the AI research and development in a part-time capacity
alongside their other responsibilities at Common Sense
Media, which included several projects within the Pri-
vacyProgramandacross teams in theorganization. In to-
tal, one Principal Engineer and oneDevelopmentOpera-
tions (DevOps) Engineer were allocated to this project.

Both of these engineers have other responsibilities
within the organization, so the total amount of time they
spent on AI work is certainly an approximation. While
having such a small team enables some efficiency due
to simpler channels of communication and fewer coor-
dination efforts, we want to note that this is a consid-
erable amount of work, and because of the limited re-
sources, progress and advancements can sometimes roll
out more slowly than they would coming from better-
resourced programs and projects.

The Principal Engineer designed, deployed, fine-tuned,
and tested the AI models over several months before in-
tegrating the models inside the policy annotation soft-
ware. This allowed for further testing by human privacy
reviewers as part of their privacy evaluation workflow.
The Principal Engineer was also responsible for the su-
pervision of two summer interns in 2019and2022. Both
interns performed some initial research and a survey of
theAI landscape andmade valuable contributions to our
custom segmenter.83

83Thank you to our 2019 intern, Benjamin Fleischmann, and our
2022 intern, Olivia Figueira, who bothmade valuable contributions.

Because the Privacy Programwould have completed pri-
vacy evaluations regardless of the inclusion of AI, and
those same evaluations would contain annotations to
provide an audit trail, we did not calculate what it would
specifically cost to develop our AI training corpus. That
said, the initial training corpus consisted of 629 evalua-
tions, and has since been expanded to include 1,327 pri-
vacy evaluations at an estimated cost of $200,000. The
corpus-building pipeline is fairly stable at this point, so
themajority of development costs, alongwith the contri-
butions by our interns, are already incorporated, andwe
can iterate on ourAIwithout toomuch consideration for
additional development costs.

The hardware costs to train our AI models were lim-
ited to local offline training using consumer-grade per-
sonal computer hardware with discrete GPUs. It cost a
fixed amount to integrate our AI models into our exist-
ing privacy policy annotation software and respective
APIs, and that cost included the technology infrastruc-
ture price per month to deploy and host the AI mod-
els. The hardware used to fine-tune the AI models con-
sisted of dual GeForce RTX 2080 Ti GPUs (graphics pro-
cessing units) purchased in 2020 and running on a Linux-
based personal computer workstation with an approxi-
mate value of $2,500. The AI model's output was inte-
grated into the Program's existing policy-crawling pro-
cess, and as a result is available downstream in our anno-
tator software workflow. The additional infrastructure
needed to host the AI pipeline is a modest $144 per
month and includes access to GPU resources. The other
AI-related featuresarebundledwithourexistinghosting
infrastructure, whose price is approximately $520 per
monthand is afixedcost thatwouldbenecessary regard-
less of whether we integrated AI into our workflow.

Evaluation Scale & Sustainability

As previously discussed, our Quick evaluation manual
cost per evaluation is approximately$31.25, andafterAI
was integrated into theprocess for theentire set of ques-
tions covering theQuick evaluation, the cost went down
to approximately $7.81. Along with this savings, we also
achieveda fewadditional gains in increased scale andop-
portunity to includemoreexperts ineachreviewprocess.
Before we introduced AI into the process, performing
reviews on thousands of products put significant pres-
sures on our publishingworkflow, limiting opportunities
for additional experts to reviewevaluations prior to pub-
lishing. With our increased efficiencies, we have made
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concerted efforts to refine and improve our QA process
to ensure that all published evaluations maintain our
expected level of accuracy and completeness, and con-
tinue to include relevantannotations thatprovide theev-
idence for why we answered each evaluation question
the waywe did.

With the proven success of integrating AI into the
smaller seven-question Quick evaluation, we are now
hoping to realize similar gains by expanding our set of
AI-coveredquestions to includethose inour28-question
Basicevaluation. Increasing thenumberofproductseval-
uatedwith themore nuanced and complete 28-question
evaluation will allow us to make more deeply informed
decisions about products. The Quick evaluation is suffi-
cient to create aPass,Warning, or Fail privacy rating, but
offers very little additional insight into the broad range
of practices needed to make more meaningful and in-
formed privacy decisions. Questions in the Basic evalu-
ation includemuchmore nuance and detail, which is nec-
essarywhenmaking decisions that can impact children's
health, well-being, and healthy development. This level
of basic information is similar to the amount of detail re-
quired for nutrition labels, and is critical for people mak-
ing decisions on behalf of children and students, as is the
case for parents and educators.

Maintaining an up-to-date and accurate reflection of
a significant number of products' current privacy prac-
tices that reflect their current policies is a considerable
challenge. Doing so sustainably at a sufficient level of de-
tail and accuracy presents further challenges. The Pri-
vacy Program's methodical and detailed approach has
been shown to scale well for our seven-question Quick
evaluationwith the inclusionofAI. Expandingon this suc-
cess, we plan to incorporate a similar approach into our
Basic evaluation process. As discussed above in the “Pro-
jected Artificial Intelligence Basic Evaluation” section, we
are hoping to achieve a similar 75% reduction in the cost
of publishing Basic privacy evaluations. This should help
us achieve two major goals: to provide more detailed
privacy evaluations for more products, and to maintain
those evaluations to reflect current practices as com-
pany's privacy policies change over time.

Conclusion
The Privacy Program's use of AI has created a more sus-
tainable path to evaluating privacy policies over time in
tandem with human privacy reviewers. We successfully
increased productivity by using AI to support and aug-
menthumanprivacy reviewers inmoreeffectively rating
product privacy policies at scale.

Our organizational goal is to publish privacy evaluations
for 10,000 products, which means that all products re-
viewedbyCommonSensewould includeaprivacy rating.
Without AI assistance, this would cost the Privacy Pro-
gram approximately $312,000 to scale to 10,000 Quick
evaluations, andapproximately$1,250,000 for the same
number of Basic evaluations. After integrating AI, our
new cost to review 10,000 products using AI-enabled
Quick evaluations will be approximately $78,100, with
an expected savings of $234,400. Additional savings
would be expected with annual maintenance costs, be-
cause the Program would need to update evaluations
whenpolicieschange.Ourestimatedcost tocompleteAI-
assisted Basic evaluations of 10,000 products would be
approximately $312,000, with an expected cost savings
of $938,400 compared to doing the work without AI as-
sistance.

The gains in both scale and efficiency from integrating
AI into our Quick evaluation process have allowed us to
maintain and improve accuracy by refining our QA pro-
cess to allow for more human experts to review each
privacy evaluation prior to publishing. This hybrid hu-
man and artificial intelligence (“Human-AI”) approach re-
duced our cost per product to evaluate different types
of privacy evaluations, while simultaneously using su-
pervisedmachine learning to continuously capture high-
quality training data from the annotated privacy policies
of each product that was evaluated. Our modest invest-
ment in research, development, and integrationofAI has
proven to increaseourproductivity.Ourexisting success
will certainly guide our expansion to AI-enabled Basic
privacy evaluations, but we also hope that our model of
using intentional, non-generative AI solutions can help
other researchers, practitioners, experts, or regulators
to achieve measurable and evidence-based efficiencies
of scale. Our approach has shown it is possible to use
human privacy reviewers in combination with AI to in-
crease the number of privacy policies we can evaluate
without sacrificing accuracy.
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Appendix
Custom Segmenter

The NLTK project84 has a module for breaking text
into sentence-level detail called Punkt Sentence Tok-
enizer.85 However, it was trained on data86 that is not
representative of all the abbreviations we encounter in
privacy policies. As such, we needed to amend the list of
known abbreviations to better segment text that we see
in privacy policies. This includes common abbreviations
such as i.e. or e.g., but also abbreviations that frequently
show up as statute references (for example cal., civ., c.f.r.,
u.s.c., u.s.c.a., u.s.c.s., stat., andmore.).

Additionally, privacy policies frequently use complex
lists with hanging clauses that are difficult for humans
to understand and present challenges for capturing the
appropriate annotation context. As an egregious exam-
ple, structures like the followingoften showup inprivacy
policies:

You must not:
* reverse engineer, de‐compile, hack, disable , disrupt ,

interfere with, disassemble, copy, decrypt,
reassemble, supplement, translate , adapt or
enhance any of the PCI Property or the Services;

* create a link , character name or label, or otherwise
upload to or transmit from Acme or the Services
any content, link or anything else that ( if
reproduced, published, transmitted or used) may:
* be defamatory, threatening, abusive, harassing,

hateful , obscene, pornographic, harmful or
invasive of anyone's privacy, or excessively
violent ,

* violate any law including intellectual property,
privacy or other laws;

* impersonate any person;
* give rise to civil or other liability ; or
* relate to illegal drugs, weapons, gambling or

other illegal activities ;
* place any mature content in the " just for kids" or "

general audience" sections of Acme;
* upload to or transmit from Acme or the Services any

data, file , software or link that contains or
redirects to a virus , Trojan horse, worm or other
harmful component;

* use Acme or the Services to do or attempt to do any
of the following without PCI's prior written
permission:
* send spam or other bulk messages;
* gain unauthorized access to any data, network or

system;

This example is a truncated excerpt presented as one
sentence, but is an incredibly complex compound state-

84Natural Language Toolkit, https://www.nltk.org.
85Punkt Sentence Tokenizer, https://www.nltk.org/api/nltk.

tokenize.punkt.html?highlight=punkt#module-nltk.tokenize.punkt.
86NLTK Sentence tokenizer does not tokenize properly if there

exists “e.g.” or “i.e.” in the sentence. #2543,
https://github.com/nltk/nltk/issues/2543.

ment that couldbebetter expressedas25 individual sen-
tences, only 10 of which are shown for brevity's sake.
Our custom segmenter detects this “hanging” or com-
pound sentence structure and sub-segments it into indi-
vidual sentences. This yields a refined suggestion that in-
cludes all the appropriate context of the sentence. Our
segmenter sub-segments the preceding chunk of text
into the following sentences.

1. You must not: reverse engineer, de-compile, hack, dis-
able, disrupt, interfere with, disassemble, copy, decrypt,
reassemble, supplement, translate, adapt or enhance
any of the Acme Property or the Services.

2. You must not: create a link, character name or label, or
otherwise upload to or transmit from Acme or the Ser-
vices any content, link or anything else that (if repro-
duced, published, transmitted or used) may: be defam-
atory, threatening, abusive, harassing, hateful, obscene,
pornographic, harmful or invasive of anyone's privacy,
or excessively violent,

3. You must not: create a link, character name or label,
or otherwise upload to or transmit from Acme or the
Services any content, link or anything else that (if re-
produced, published, transmitted or used) may: violate
any law including intellectual property, privacy or other
laws.

4. You must not: create a link, character name or label, or
otherwise upload to or transmit from Acme or the Ser-
vices any content, link or anything else that (if repro-
duced, published, transmitted or used) may: imperson-
ate any person.

5. You must not: create a link, character name or label, or
otherwise upload to or transmit from Acme or the Ser-
vices any content, link or anything else that (if repro-
duced, published, transmitted or used) may: give rise to
civil or other liability.

6. You must not: create a link, character name or label, or
otherwise upload to or transmit from Acme or the Ser-
vices any content, link or anything else that (if repro-
duced, published, transmitted or used) may: relate to
illegal drugs, weapons, gambling or other illegal activi-
ties.

7. You must not: place any mature content in the “just for
kids” or “general audience” sections of Acme.

8. You must not: upload to or transmit from Acme or the
Services any data, file, software or link that contains or
redirects to a virus, Trojan horse, wormor other harmful
component.

9. Youmust not: use Acme or the Services to do or attempt
to do any of the following without Acme's prior written
permission: send spam or other bulk messages.
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10. Youmust not: use Acme or the Services to do or attempt
to do any of the following without Acme's prior written
permission: gain unauthorized access to any data, net-
work or system.

Our custom segmenter provides the entire context of an
individual sentence, which helpswith proper annotation
of just the relevant portions of text, and can contribute
important information to our data pipeline so that both
machines and humans can make more informed and ac-
curate decisions.

F1 Scores

WhendiscussingAImodelperformance, especiallywhen
data is heavily skewed, it is important to usemetrics that
provide more insight than a simple measure like accu-
racy. Themodelswe are attempting to build identify por-
tions of text related to a specific question. In our abso-
lute best-case scenario, around 4% of a policy's text will
be relevant to a given question, but the amount of rele-
vant text is typically closer to1%or less. If ourmodel pre-
dicted that every portion of a policy was not related to a
given question, but 4% of the policy was actually related
to the question, that model would be 96% accurate but
essentially provide no meaningful insight into our prob-
lem. It would be a highly accurate but generally useless
model. As such, we need a method better than accuracy
to discuss model performance, especially in a lab envi-
ronment. In machine learning work, the F1 score is fre-
quently used to assess model performance.

To explain what an F1 score is, we will first need to talk
about twoothermetrics: precision and recall.Precision is
the number of truly relevant policy annotations divided
by thenumberof all policy segments themodel indicated
were relevant, including segments where themodel pre-
diction incorrectly predicts a segment is related. Recall
is the number of truly relevant policy segments divided
by the number of all segments the model predicts as rel-
evant. For our purposes, a high recall value is more valu-
able in making sure we do not miss any relevant policy
text. Of course, this needs to be balanced by precision,
sincewe do notwant our human reviewers to have to re-
view large amounts of irrelevant text. The F1 score is a
way to combine precision and recall into a single value
that provides insight into how a model might behave in
other scenarios.

While F1 scores can be useful for discussing theoreti-
cal performance, theyhave limitationswhen considering
real-world scenarios and the complex data we may en-
counter. Additionally, in isolation, F1 scores do not nec-
essarily reflect total system performance—even models
with low F1 scores may be able to be effectively inte-
grated with other models, system designs, and UI or UX
treatments. This can lead to a better overall system per-
formance thanwhat a naive F1 score assessmentmay in-
dicate.

Wechoose to report only the “related class” F1 score, be-
cause in our use casewearemost concerned about prop-
erly identifying relevant portions of a policy text, and as
such do not need to focus on the “macro average” F1
score. In nearly all other cases, the “not related” F1 score
is .99 or 1.0, which provides little insight into how our
modelsmaybehave in the realworld. The followingchart
is shared for illustrative purposes to indicate howour F1
scores may compare to other researchers' F1 scores.

Beyond F1 Scores

Calculating an F1 score assumes a naive threshold of
50%, where anything under 50% indicates not related
and any prediction over 50% indicates related. But de-
pending on how the model actually performs, we may
want to arbitrarily draw a boundary at a different point
than 50%. As part of our model-building process, we cal-
culate histograms that show a brief visual summary of
how a model performs relative to our human-provided
annotations. The two charts give us a visual representa-
tionof howthemodel performsonour test data, andpro-
vides a much richer understanding than an F1 score in
isolation does.

The first example is our “Sell Data”model, which has had
the most refinement and has undergone several passes
of annotation and segmentation data alignment. The
F1 scores indicate very good performance and the two
charts showus themodel prediction probability spreads
for both the “notRelated” and the “Related” class. As we
can see from both charts, which have a large bar rep-
resenting the vast majority of data far to the right, this
model is very accurate for both classes and very confi-
dent about thepredictions. The language required to dis-
cuss the practice of “selling data” is one of the most reg-
ulated in the industry, while what we see in practice in-
cludes obfuscating and confusing language. Despite this
complexity, there is, generally speaking, a language style
that is fairly consistent across the industry. We also see
that we have 1,513 examples of what discussing selling
data looks like in our “Sell Data” test or validation data
set.

Table 9: Sell Datamodel performance assessment
showing precision, recall, and F1-score for both
“notRelated” and “related” classes of data as well as
combinationmetrics for both classes.

precision recall f1 support

notRelated 1.00 1.00 1.00 35525

related 0.99 0.97 0.98 1513

macro avg 1.00 0.99 0.99 37038

weighted avg 1.00 1.00 1.00 37038

In figure 3, each bar indicates the number of predictions
falling into the prediction range as indicated on the x-
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Figure 2: Q2 2024 F1 Scores for basic questions. This is a draft placeholder data snapshot pending updated 2024
numbers expectedQ4 2024. In this placeholder figure only the Sell Datamodel has received cleanup/alignment
passes.
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axis. The large bar completely to the right indicates that
nearly all of the sample text is appropriately predicted to
be “not related” with a high prediction likelihood.

Figure 3: Histogram chart of “Sell Data” model
prediction probabilities for text indicated as “not
related” by human provide annotations.
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In figure 4, each bar indicates the number of predictions
falling into the prediction range as indicated on the x-
axis. The large bar completely to the right indicates that
nearly all of the sample text is appropriately predicted
to be not related with a high prediction likelihood. Note
that there is a very small sample of predictions across
all ranges, meaning themodel has some uncertainty.We
see a more notable uptick in predictions near the 0.0

mark, indicating that the model is telling us that some
human-provided annotations were marked as related,
but themodel is predicting that they are likely unrelated.

Figure 4: Histogram chart of “Sell Data” model
prediction probabilities for text indicated as “related”
by human provided annotations.

0

10000

20000

30000

0.00 0.25 0.50 0.75 1.00
Prediction

C
ou

nt

Sell Data "Related"

The second example is of a model that does not perform
quite as well as our “Sell Data” model. This model is an
unrefinedmodel for “Third-Party Limits.”

Initially we see two major differences in the number of
total samples in our validation set. For one, we have
about71%asmanytotal examples (25226/35525)of the
the “Sell Data” model, and roughly 27% (406/1513) as

CREATIVE COMMONSATTRIBUTION 4.0 INTERNATIONAL PUBLIC LICENSE 2024 Privacy ProgramHuman-AI Productivity 25



many examples of what “Third-Party Limits” policy text
looks like as compared to what “Sell Data” policy text
looks like. It should be noted that our test or validation
sets reflect the same proportions of related vs. notRe-
lated text we see in our training data sets for each re-
spective question. So, we shouldn't be too surprised to
see that our “Third-Party Limits” model does not per-
form quite as well as the “Sell Data” model on the “re-
lated” class, since we have considerably fewer examples
to learn from.

Secondly, there are not asmany statutes and regulations
to indicate the requirements companies must follow
when disclosing their practices with respect to the prac-
tice of “Third-Party Limits.” Interestingly, the “notRe-
lated” class performance is comparable for both models.
This disproportionate amount of data results in a macro
or weighted average F1 score being skewed and inflat-
ing the perceived performance of our model by 20 to 40
points. This is a goodexampleofwhywe typically only re-
port the “related” class performance, as it gives us a bet-
ter understanding of how a model may perform on the
scenarios we aremost concerned about getting correct.

The two histogram charts below provide a lot more in-
formation about the ways this model is underperform-
ing. Unfortunately, our figure 6 shows a large bar far to
the left, indicating that the model is confidently incor-
rect and predicts a large amount of “related” text is likely
“not related.”Wecanalso seeaconsiderable spike indata
on the right side. This is promising and implies that with
several data passes and annotation and segment align-
ment, this model may be able to achieve performance
more like our “Sell Data” question. Our annotation and
refinement pipeline only presents the human reviewer
with data that the model is confidently incorrect on. In
our graphs, that is all data to the left of those first 0.2
marks on the x-axis. This helps us maximize our human
expert time by focusing only on those issues where the
model predictions and human-provided annotations dis-
agree strongly. Through several iterations of refining the
annotationdata and rebuildingmodels,weworkourway
toward bettermodel performance, focusing on those de-
tails where the disagreement is strongest.

As discussed above in the sections “Road to Production
Ready” and “Artificial Intelligence Feedback Loop,” there
are various reasons why the segment prediction and re-
latedannotationsmaydisagree.Toaddress this,webring
in another privacy expert to align the mismatches and
reconcile disagreements.

As the model performance improves and becomes more
refined, we sometimes see instances where the model
does not have enough examples of some details to ad-
equately learn. For example, our “Data Sold” model
sometimes incorrectlypredicts somestatementsaround
“users not being allowed to sell their accounts” or “users
selling products” as being related to the “Data Sold”
question. We have not attempted to refine this process,
largely becausewe do not have enough examples of how

this information is discussed. Further, the number of
products that discuss thesedetails and thenumberof an-
notations that humans may have to potentially reject is
relatively small compared to the value the model other-
wise provides.

Rather than attempting to oversample, or otherwisemit-
igate the few examples of rare text, we have decided
to document this behavior and intend to provide addi-
tional documentation or guidance on how to use the re-
spectivemodels effectively as part of the evaluation pro-
cess. We will likely revisit this approach, but as of now
anymitigationeffortswehaveattemptedhavedegraded
model performance inways that createdmorework and
a final model that performed worse. In the “Annotation
Cleanup & Alignment” section, we discuss why in some
contexts and for some topics itmaybebetter for amodel
not to be confident about whether text is related.

Table 10: Third-Party Limits model performance
assessment showing precision, recall, and f1-score for
both “notRelated” and “related” classes of data as well
as combinationmetrics for both classes.

precision recall f1 support

notRelated 0.99 1.00 0.99 25226

related 0.69 0.51 0.59 406

macro avg 0.84 0.76 0.79 25632

weighted avg 0.99 0.99 0.99 25632

In figure 5, each bar indicates the amount of predictions
falling in theprediction rangeas shownon thex-axis. The
large bar completely to the right tells us that nearly all of
the sample text is appropriately predicted to be not re-
lated with a high prediction likelihood. As compared to
the corresponding “Data Sold” chart, we can see a longer
trailing edge of uncertainty,which is likely difficult to see
on this scale, starting near the 0.75mark.

Figure 5: Histogram chart of “Third-Party Limits” model
prediction probabilities for text indicated as “not
related” by human provided annotations.
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In figure 6, each bar shows the number of predictions
falling in the prediction range as indicated on the x-axis.
The large bar completely to the left tells us that a large
number of samples in our validation data are being con-
fidently and incorrectly labeled as “notRelated” even
thoughhumanreviewershave indicated theyare related.
As we gain more insight into what types of examples fall
into this category, we can refine the annotation cleanup
and alignment process and come to a better understand-
ing of the failure modes of this model. Additionally, we
seea largespreadofpredictionsacrossall predictionper-
centages,with a notable increase in predictiondensity in
the area near 0.75–1.0.

Figure 6: Histogram chart of “Third-Party Limits” model
prediction probabilities for text indicated as “related”
by human provided annotations.
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Annotation Cleanup &Alignment

As part of our corpus building and segmentation process
and as part of refiningmodel improvement,most ofwhat
we focus on to increase model performance is aligning
our provided annotations that are part of our AI corpus
with the desired behavior of the model. To do this, the
personbuilding theAImodel reviewsannotationswhere
amodel and a human-provided annotation do not agree,
or disagree beyond some threshold of AI prediction. As
an example, we explore what that looks like for one in-
stance where the AI prediction does not align with the
human-provided annotation.

The phrase under consideration is the following:

“Please see our ’Children’s Privacy Policy,’ below,
for information about our collection and use of in-
formation from children under 16.)”

The AI model is used with our custom annotation align-
ment software, and the operator is presentedwith situa-
tionswhereahuman-providedannotationdoesnot align
with anAI-suggested segment. For example, if themodel
makes a prediction that the above segment is 0.64 “not

related” to the “Children Intended” question and our hu-
man reviewer did not mark the annotation as related to
“Children Intended,” the operator is presented with the
annotation for review, becausewe set ourmodel thresh-
old for alignment and review below 0.8, and 0.64 is less
than 0.8. While technically speaking this segment is not
related to our “Children Intended” question, as our ques-
tion is focused on an under-13 threshold, the operator
may make a judgment call and include this annotation
to create a model with the desired behavior in the real
world. To further explain, when presented with other
text that appears to be similar to this particular phrase,
there may be ambiguity that should be presented as po-
tentially supportingevidence in somecases. That is, even
though this particular examplemay not be related to our
“Children Intended” question, wemaywant themodel to
not be confident that the annotation is “not related” to
“Children Intended.”

Having a less confident prediction closer to the 50%
threshold gives us quite a bit more information and in-
cludes some level of uncertainty, rather than having a
model that is confidently correct or confidently incor-
rect, which may not be the most useful model behavior
in a general sense. As such, the operator must carefully
consider both the immediate context of thequestionpol-
icy text and the larger context of future desired model
behavior. The operator of our annotation alignment soft-
ware must decide to either re-annotate this annotation
to indicate it is related to our “Children Intended” ques-
tion, or to leave the text as is and hope that with refine-
ments to annotations elsewhere, the next model itera-
tion will be more confident in a prediction. This exam-
ple also shows the need for a human expert, as we likely
do want the model to provide a non-confident predic-
tion since this is technically unrelated to our “Children
Intended” question but may be related in some contexts
depending on other policy text.
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